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For Theory courses: There shall be MSE, ISE and ESE. The ESE is a separate head of passing.

For Lab courses: There shall be continuous assessment (LA1, LA2, ESE). The ESE is a separate head of passing. The POE/OE indicates external

component for ESE.
For further details, refer to Academic and Examination rules and regulations.
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SrNu.]C‘%.g;@wg Course Code l L. S CoussName | = DT p i Nrs.,] r | MSE/LAL [ 158/1A2 | BSE | Ext | |
meﬁssmnai Corg {?&eem} ' - .
| o1 | rc 6171301 | Database Engineering 3] ofofo[3137] 30 | 20 | s0
02 il PC | 6IT302 jOperatingSyszem 3/0]/o0o]0]3]3 % 36 | 20 0
03 | PC | 61303 | Computer Algorithm 3 oJolol3[3] 30 | 20 50
! : Professional Core (Lab) :
. 05 | PR 6IT341 | Mini-Project-2 0Jol2]o0fl2]1] 30 [ 30 40 | POE
| 06 | PC 6/T351 | Database Engineering Lab oJol210[37T1] 30 | 30 40 | POE
! 07 | ©PC 61352 | Web Technology Lab i 0|21} 3]2 30 | 30 40 | POE
| 08 | PC | 61353 | Computer Algorithm Lab 0] 012 (0]2]1 30 30 | 40 |
o ' Professional Elective [Theory] .

09 | PE | Refe( List lPeressiona} Elective-1 3]0 o 1 0 I 3 | 3 56 i 20 § 50

10 | OF Refer List | Open Elective-1 s{oJoJo[3]3] 3 [ 20 | 50|

11 HS 6IT354 | IT Project Management _;_ oJooJ272]2] 30 30 | 40

12 HS | 6HS301 | Integrated/ Employability Skills-1 oloflol2]2]27 30 30 | 40

] Total [ 15 | 6 | 8 [ 5 [ 28 [ 24 |
Notes:
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Walchand College of Engineering

(Government Aided Autenomeus Institute)

Elective Course List for T.Y. B.Tech. (Information Technology) Sem-V AY 2023-24

|SrNo.| | courseCode |
i, v ?mfessmna’l Elective-1
i Data Science 6IT311 | Graph Theory
| 61T312 ' Blockchain Technology and Applications |
02 | Network Technology 6IT313 Wireless Networks |
03 B e ] 6IT314 Natural 'Language Pr.ocessing |
6IT315 Geographical Information System
StNo. |  OfferingDept. | CourseCode | |
. L Open Elective-1 '
01 Civil Engg. 60E301 | Building Planning and Design
02 Civil Engg. 60E302 . Disaster Management
03 | Applied Mechanics Dept 60E315 Theory of structures
04 | Mechanical Engg. 60E329 Non-Conventional Machining Processes 1
05 Electrical Engg. | 60E343 . Electrical Machine Technology
06 Electronics Engg. | 60OE357 Introduction to Electronic Systems
07 Electronics Engg. 60E358 Signals and Systems
08 Computer Science and Engg. 60E371 Data Science
09 Information Technology* H0E385 Cloud Computing System
10 | Information Technology* 60E386 Joy of Python Programming
11 | Information Technology* 60E387 | Data Science for Engineers

* Open Elective-1 offered by Information Technology Dept. is allowed for students of all other departments (Except Information Technology
& Computer Science & Engineering Dept.
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Walchand College of Engineering

{Government Aided Autonomous Institute)

Credit System for T. B.Tech. (Information Technology) Sem-Vi AY 2023-24

;':‘Sf-Nqa:.,%Catﬁ;gqr;».!: Course tmiei _CourseName [t T [P[i[He]Cr | MSE/LA1L | a
; Professional Core (Theory) - |
.01 | PC | 6IT321 | Unix Operating System | 3]olo6f[o]3]3 30 | 20 [ s0 '
02 | PC | 6IT322 | Image Processing and Pattern Recognition 3ol 0o 3|3 30 | "'_2'0_'M:ﬁmmgaw_:"" ]

| 03 PC | 6IT323 | Anificial Intelligence | 3] oJofo]3]3] 30 20 | 50

. Srofessional Core (Lak) =
04 PC 61342 | project-1 oo alola] 2] 30 | 30 40 | POE
05 PC 6/T371 | Unix Operating System Lab oo 2o 2|1 30 | 30 | 40 |poE
06 PC | 6IT373 | IT Practices Lab-1 oo 2o 271 30 | 38 @ 40 POE
07 | PC | 611372 | Parallel Computing Lab loJo 2713712 30 | 30 40 |
_ o Professional Electlve {Yheory! o .

08 PE | ReferList | Professional Elective-2 | 3] o]Jof[o|[313] 30 | 20 [ s0
Sl g T . |
09 | OE  ReferList | Open Elective-2 [oJo[3]3] 30 [ 20 [ s0; |
10 HS Refer List | Humanities-II 0j0]2 2 30 30 0 ||
11 | HS = 6HS302 | Integrated/ Employability Skilis-2 0o jlojof2]|2]2 30 30 40 | |
| i Total | 16 | @ [ 10| 5 [ 30| 25 | | |

Notes:

For Theary courses: There shall be MSE, ISE and ESE. The ESE is a separate head of passing.

For Lab courses: There shall be continuous assessment (LA1, LA2, ESE). The ESE is a separate head of passing. The POE/OE indicates external
component for ESE. .

For further details, refer to Academic and Examination rules and regulations.
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Walchand College of Engineering

{Government Aided Autonomous Institute)
Elective Course List for T.Y. B.Tech. {Information Technology) Sem-V| AY 2023-24

 Sr.No. 3 ]i_Coi.lr:ie Code E L Course Name
- Professiona Flantive 2 0
| | 6IT331 | Soft Computing
01 Data Science . 61T332 Machine Learning |
61T333 | Artificial Neural Network |
02 Network Technology 6IT334 Cloud Computing |
03 Database Technology . 6IT335 Advance Database Engineering
04 | Interdisciplinary | 61T336 Spatial Data analysis
ERa Offering Dept. = e s P
e o | Code | . ' 1
_ Cpen Blective-2
S0l Civil Enge. 60E308 | Ecology
02 Civil Engg. 60E309 | Solid Waste Management
a3 Applied Mechanics Dept 60E322 | Maintenance and Rehabilitation of Structures
04 Mechanical Engg.* 60E336 | Basics of Automobile Engineering
05 Electrical Engg. 60E350 | Industrial Automation
. 06 Electronics Engg. 60E364 | Cyber Physical Systems
07 Electronics Engg. 60FE365 | Biomedical Engineering
08 Computer Science and Engg. 601378 | Sofi Computing
09 Information Technologyv* 60E392 | Web Development and Applications
i0 Information Technology* 60E393 | Fundamentals of Machine Leamning
1 Information Technology* 60E394 | Remote Sensing and Geographical Information Systemns

Code | __Course Nar

. Humanities-Il
Ot 6HS303 | German Language _
02 6HS304 | Trench Language i
03 6HS305 Japanese Language <.
04 6HS306 Introduction to Entrepreneurship i

* Open Elective-2 offered by Information Technology Dept. is silowed for students of ali ather departments (Except Information Tech nology & Computer Science &

Engineering Dept.) 7 /
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Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24



Prograrnme

! Class, Semester
. Course Code
Course Name

Desired JRe-qhuisites:

Teaching Scheme

Walchand College of Engineering, Sangli
(Government Aided Autonomous Institute)

AY 2023-24
Course Information
B.Tech. (Informatlon Technology)
' Third Year B. Tech Sem V
6IT301
Database Engineering

Examination Scheme (Marks)

Lecture 3 Hrs/week MSE ISE ESE Total
Tutorial - 30 20 ; 50 100
- Credits: 3
Course Objectives
1 Tointroduce basic concepts of database management systems
2 To impart conceptual designs for databases
3 TO@?_SFErIPe”RS”SvueS asso<:1ated w1th tr: ion management ]
; ____Course Outcomes (CO) with Bloom’s Taxonomy Level
At the end ofthe course the students will be able to,
| Boom's e
CcO Course Outcome Statement/s Taxonomy iy
Descriptio
Level -
~ Manipulate the relational databases 111 | Applying
j Inspect databases using Query languages ) V| Eval uating
Cco3 Evaluate transaction processing techniques A% ' Evaluating
Module Module Contents Hours
¢ Introduction:
I - Database Systems, Types of Database Systems, Data abstraction, Data Models, 6
. Architecture of Database Systems. )
. Relational Model: Structure of Relational Databases, database schema, keys,
o Relational Algebra, Tuple Relational Calculus, Domain Relational Calculus E
- Integrity Constraints and Design: Domain Constraints, Referential Integrity,
 Triggers, Normal forms, Functional Dependencies, Decomposition.
- Query Processing: Query processing, Query Cost, measures of query cost,
1 Evaluation of expression, Equivalence of Expressions. Structured Query 2
¢ Language (SQL), Unstructured Query Language (MongoDB, MariaDB,
- NoSQL)
¢ Indexing and Hashmg Ordered and secondary Indlces B+ Tree Index Files,
v © Static Hashing, Dynamic hashing, Comparison of Indexing, Grid files, Bitmap 6
indices. o _ ) |
. Transactions: Properties and states, Concurrent execution, Serializability.
Vv . Concurrency Control Lock-Based Protocols, 2 phase locking protocol, Graph 6
protocols, Dead lock handling
 Crash Recovery Failure sification, storage Structure, Log-Based
Vi Recovery,
. Shadow Paging, recovery with concurrent transactions, buffer management, 7

- backups.

Text Books

McGraw-Hill Education, 6th Edition, 2010.
Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24

4#._

Abraham Silberschatz, Henry F. Korth, and S. Sudarshan, “Database System Concepts”,



| Edition, 2003.

J.D. Ullman, * Prmuph\ of Database Systems™, Gal
| Wiederhold, “Database Design™, \/1|.(:|aw Hill Inc,

E https://www.tutorialspoint.com/mongodb/mongodb_overview.htm

Raghu Ramakrishnan, “—Z—D_Zztabase Management Systems”, McGraw-Hill Education, 3rd

Helerencesiy o B 1T v aglil)
tia Publications. 2nd Edition, 1999
....................... d rd1l10I1 qu)

C.J.Date, A. I\dnnan S. bwwm\anarl"lan “An Introduction to Database ‘:mrum . Pearson

qumllop_:_"ﬁll_] Edition, 2006.

_ Useful Lmks

http //www nptelv1deos 1n/2012/ 1 l/database-management -system. html

https:/www.tutorialspoint.com/mariadb/mariadb_introduction.htm

~ CO-PO Mapping

Programme Outcomes (PO) - PSO
1 [2 | 3[4 ]s]e] 789 wlin]iz] 1 2
: | . ; | Em
S 2 3
e 57 ;

..............................................................

The strength of mappmé is to be written as 1: Low, 2: Medlum 3: High
Each CO of the course must map 1o at least one PO.

Assessment

The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

. ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
.~ For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24



Walchand College of Engineering, Sangli
( Government Aided Autonomous Institute)

AY 2023-24
Course Information

- Programme | I B.Tech. (Informatlon Technology)
- Class, Semester § Third Year B. Tech Sem v
| Course Code 1 6IT302
Course Name a i Operating System
Desired Requisites: - Computer Architecture il R . . -
Teachmg Scheme " ' Examination Scheme (Marks)
Lecture | 3 Hrs/week MSE ISE ESE
Tutorial - : 30 ' 20 50
''''' od : Course Objectlves

1 Tointroduce various system calls and system programs

2 To describe OS functionalities

3 | To comprehend the services provided by operating system .

Course Outcomes (CO) with Bloom’s Taxonomy Level

~ At the end of the course, the students will be able to,

Bloom’s
coO Course Outcome Statement/s Taxonomy
| Level
C o 1 Distinguish between different types of OS - n
€02 Illustrate the concept of process and synchronization 111
CO3 Analyse deadlocks and memory management challenges i in IV
S | system
Module | Module Contents P
e
Notion of operating systems, Computer system organization, Computer
. System architecture, Computer System Structure, Operating System
¢ Operations, Process Management, Memory Management, Storage
! . Management, protection and security.
' System Structure: Operating system services, user operating system
. interface, system calls, types of system calls, system programs, operating
i system design and implementation, operating system structure.
| Process
Process Concept, Process Scheduling, Operation on process, Cooperating
I process, Threads, Inter-process Communication (Algorithms evaluation).
Process Scheduling: Basic concept, Scheduling Criteria, Scheduling
Algorithms, Multiple processor scheduling, Real time scheduling,
Inter-process Synchronization ' -
111 Background, Classical problems of synchronization, Critical Region, The
critical section problem, Synchronization Hardware, Monitors, Semaphores.
Deadlocks
v System modes, Deadlock characterization, Methods for handling deadlocks

Deadlock prevention, Deadlock avoidance, Deadlock detection, Recovery
from deadlock.

Total
100

Bloom’s
Taxonomy
Description
. Understandin
I

Applying

Analysing

6

Lh

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24



- ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can

| For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

VI

—

3

Gl
Co2
C03

Memory Management
Background, Logical Versus Physical Address spar‘e Swappmg Contiguous
Allocation, Paging, Segmentation, Segmentation with paging.

- Virtual Memory: Background, Demand paging, Page replacement, Page
- replacement algorithms, Allocation of frames, thrashing (Only concept), |

Demand segmentation. Virtualization concept and case studies

File System Management 5
File concept, access methods, directory and disk structure, file-system !

mounting, file sharing, protection.

Implementing File System : File system structure, file-system |
implementation, directory implementation, allocation methods, free-space
management

Text Books

References

Useful Links

__ bttps://www.gatevidyalay. com/operatmg system/
~ https://www javatpoint.com/os-tutorial
| https://www.geeksforgeeks.org/operating-systems/

~ CO-PO Mapping
PI‘O"] amme Outecomes (PO)

1 [ 2 [ 3] 4756 | 7879 [10]T11]12]

9]
L

3 I

The strength of mappihg is to be written as 1: Low, 2: Medium, 3: H:gh
Each CO of the course must map to at least one PO.

Assessment

The assessment is based on MSE; ISE and ESE.
. MSE shall be typically on modules 1 to 3.

be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
¢ modules 4 to 6.

- ESE are needed. (ESE shall be a separate head of passing)

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24

& ]

' James. L. Peterson and A. Silberchatz ,“Operating System t’bncepls”, Addison Westley'
Publlcat' n, 9th | Edltlon 20

William  Stallings,” Operating Systems . Internals and Design Prmczples ,Peterson
. Publication,7th Edition,2013

Crowley Charles ,“ Operating Systems :
Publication,1® Edition,2017

A Design-Oriented Approach”Mc Graw Hill



Walchand College of Engmeermg, Sangli
(Government Aided Autonomous Institute)

AY 2023-24
Course Information

: Programme - B.Tech. (Iﬁfayrﬁqéi%iai?écﬁﬁalwag’y)“ -

 Third Year B. Tech., Sem V
61T303

Tl

- Course Name : Cdmputer A]gonthm
Desired Requisites: - Data Structures
Teachmg Scheme _ ' _ E?(amination Scheme (Marks) i
Lecture 3 Hrs/week | MSE | ISE ESE
Tutorial - 30 20 50

- : ) B o Credits: 3

Course Objectives

Cou rse Outcomes (CO) w1th B]oom 's Taxonomy Level

. At the end of the course, the students will be able to,

coO

"Module

11

[

. Introduction:
. Design and Analysis of Algorithm Greedy Algorithms: Knapsack problem,
- Huffman codes, Dynamic Programming: Matrix-chain multiplication,
. Longest common sub-sequence.

Bloom’s
Course Qutcome Statement/s Taxonomy
Level
11
v

Principles of parallel algorithm design: Preliminaries, Decomposmon
- techniques, characteristics of task and interaction, Mapping techniques,
| overhead, parallel algorithm model

- Programming using MPI: MPI basics, send, receive, overlapping

omputation and communication, collective communication

ingle-Source Shortest Path (SSSP)

Shortest paths and relaxation, Bellman-Ford algorithm, Single-source
hortest paths in directed Acyclic graphs, Topological sort, Dijkstra’s
lgorithm

~ All-Pairs Shortest Paths (APSP) and Maxflow

Shortest paths and matrix multiplication, The Floyd- Warshall algorithm,
Flow Networks, Ford Fulkerson method, Maximum Bi matching

String Matching:
The Rabin-Karp algorithm, Knuth-Morris-Pratt algorithm.

Computationa] Geometry Determining whether any pair of segments |

100

Bloom’s
Taxonomy
Description

Applying

Analysing

Creating

6

6
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. Complexity class and Approx1mat10n Algorlthm
NP-Completeness: NP completeness and reducibility, NP-complete

VI

. Approximation Algorithms: The vertex-cover problem, The travellmg—
. salesman problem, The set-covering problem

Text Books

| Thomas H. Cormen, Charles E. Leiserson and Ronald L. Rivest, “Introduction to Algorzthms

1 | Third Edition the MIT Press Cambridge, London, England, 2009
5 Anath Grama, Ansul Gupta, George Karypis, Vipin Kumar, “Introduction to parallel
»»»»» | computing”, Second Edition, Pearson Education, 2003 (For mdule V)
i References ... ..
| Horrowitz, Sahni Rajasekaran, “Computer Algorithms ", Computer Science, W. H. Freeman
_and company Press, New york, 1997
~

____________________ Useful Links
I https://nptel.ac. in/courses/106/104/106104019/
2 ! https://nptel.ac. m/courses/106/101/106101__0__60/ N

PSO ?

I 2 3 107 11 [ 1211 2

cor 3 | 3

- Co2 I 2 N
co3 1 | 2 2 [

' The strength of mapping is to be written as 1: Low Muimm 3: HIL.h
Each CO of the course must map to at least one PO.

Assessﬁnent
" The assessment is based on MSE ISE and ESE.

MSE shall be typically on modules 1 to 3.
i ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can

~ be field visit, assignments etc. and is expected to map at least one higher order PO.
. ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

- modules 4 to 6.
- For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

. ESE are needed. (ESE shall be a separate head of passing)

2%

Course Contents for Third Year BTech Programme, Department of Tnformation Technology, AY2023-24



Walchand College of Engineering, Sangli
(Government Aided Autonomous Institute)
AY 2023-24

Cou rse Information

| Programme B.Tech. (Informatlon Technology)

Class, Semester | Third Year B. Tech., SemV

Course Code ~ 6IT341

Course Name ~ Mini Pro_lect 2

Desiul"edmRequisites: Java prograrﬁfnmg """""""

Te'éc'hi'ng Scheme iy ) Examination Scheme (Mﬁ"rks)" i

Practical 2 Hrs/Week LA1 LA2  Lab ESE Total
Interactio - ' 30 ' 30 R 100

n

Credits: 1

 Course Objectives
1 To plan for various activities of the project and distribute the work amongst team members.
2 i To develop student’s abilities to transmit technical information through seminar

3 To mtroduce 1mportance of document desngn by compllmg Technical Report
Course Outcomes (CO) Wlth Bloom ’s Taxonomy Level

| g ST
CO Course Outcome Statement/s Taxonomy ' Taxonomy
_ | | Level Deseription
Co1 Understand plan and execute a Mm1 PI‘OJeCt with team 1 Applying
CO’? ' Prepare a technical report based on the Mini prOJect ' | I Rememberi ng
| Deliver technical seminar based on the Mini Pr0)ect work v Analysing
e carried out :

List of Experiments / Lab Activities

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24



Llst of Experlments

Mini-project is to be carried out in a group of maximum 5 to 6 students.

Each group will carry out a m1n1 project by developing any application software based on the

following areas.
1. Design and develop application using any one or more programming languages: Java with
concepts swing, AWS, threading, APlIs, etc.
2. Industry based problem / Sponsored application /Game/ Interdisciplinary application
/socially useful application / Problem solving of previously learned complex concepts.
3. Project group should achieve all the proposed objectives of the problem statement.
4. The work should be completed in all aspects of design, implementation and testing and
follow software engineering practices.
5. Project reports should be prepared and submitted in soft and hard form along with
the code and other dependency documents. Preferable use online code repositories
(github/bitbucket)
6. Project will be evaluated continuously by the guide/panel as per assessment plan.
7. Presentation and report should use standard templates provided by department.

Project report (pre-defined template) should be prepared using Latex/Word and submitted along
with soft copy on CD/DVD (with code, PPT, PDF, Text report document & reference material) or

on an online repository.
Students should maintain a project log book containing weekly progress of the project.

Text Books
Raj endra Kumbhar , “How to Write Project Reports Ph. D. Thesis and Research Articles”,
Universal Prakashan,2015
Marilyn Deegan, “ Academic Book of the F: uture Pr0]ect Report” A Report to the AHRC & the
| British Library, 2017

References
1 | https://www.youtube.com/watch?v= OoSDa2kf518 (report writing )

Useful Links
https://pats.cs.cf.ac.uk/wiki/lib/exe/fetch. php"’medla—prOJect report pdf
| http://users.iems. northwestern. edu/~hazen/Wrmng%20PrOJect%2ORepons%202004a pdf

| ,ht£9§,,,élwww..g?@kﬁfgrge?lss org/computﬁr SC‘?!}E?.PFQJESES/
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CO-PO Mapping

Programme Qutcomes (PO) " PSO
1 [ 2137 45678191011 ]12] 1 2
o1 A A i . e R
o B R .
cos | | | ] 3 3| [ 21| 2

The strength of mapping is to be written as 1,2,3; where, 1: Low, 2: Medium, 3: High
Each CO of the course must map to at least one PO, and preferably to only one PO.

Assessment

There are three components of lab assessment, LA1, LA2 and Lab ESE.
IMP: Lab ESE is a separate head of passing.(min 40 %), LAT+LA2 should be min 40%

Assessment | Based on Conducted by Typical Schedule Marks

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Lab activities, |

LAl attendance,
journal
Lab activities,
LA2 attendance,

journal

Lab activities,

LabESE | journal/
. performance

| During Week 1 to Week 8

Lab Course Facﬁlty | Marks Submission at the end of |

[ Week 8
During Week 9 to Week 16
Lab Course Faculty Marks Submission at the end of
Week 16
Lab Course Faculty and | During Week 18 to Week 19
External Examiner as | Marks Submission at the end of
applicable Week 19

40

- Week 1 indicates Starting week of a semester. Lab activities/Lab performance shall include pérforrning
experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per
the nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments

and related activities if any.

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Walchand College of Engineering, Sangli
 (Government Aided Autonomous Instltute)
AY 2023-24

Course Information

Programme i B.Tech. (Informatlon Techno]ogy)
Class, Semester a Third Year B. Tech Sem____V
Course Code z 6IT351

Course Name
Desired Requisites:

Database Engmeermg Lab

Programmmg Lab

Teachmg Scheme

Examlnatlon SCheme (Marks)m o b=

Practical | 2 Hrs/Week LA1 ] LA2 Lab ESE Total
o T g T . =
n |
- | ~ Credits: 1 ]
__________________________________ |
Course Objectives
1 | To &;.I"‘I'IOI'Iblele baan _concepts of conceptual database design
2 To introduce darahast. schemas in DBMS
3 To illustrate between various Imnsacllon nmndntmenl protocols

Course Outcomes (CO) with Bloom’s Taxonomy Ln cl

At the end of the cwourse the students will be able to,

CcO Course Outcome Statement/s

- Co1 Summﬂag;ze ‘real world problems into relational databases
CO2
- Co3 |

Analyse transaction processing techniquesm

Llst of Experiments / Lab Activities

List of Experiments:

Bloom’s Bloom’s
Taxonomy Taxonomy
Level | Description
1 Applying |
M| Applying
v Analysing

1. Implement SELECT and PROJECT operation Assignment, Implement INSERT, DELETE and

UPDATE operation database
Perform String operations and Aggregate functions on database

32

Referential Integrity Assignment
Program for sparse index and dense index Assignment

Program for log based protocol for transaction Assignment
Implementation of JDBC/ODBC driver for database connectivity
Program for Time Stamp protocol for transaction Assignment
Program for Deadlock Detection Assignment

00 N oLk

Perform Inner and Outer Join operations on database Assignment, Domain constraints &

Program for static hashing Assignment, Program for Dynamic hashing Assignment

10. perform CRUD (Create, Read, Update, Delete) operations on MongoDB databases

11. filtering for data efficiently on MongoDB databases

12. Working with command prompts and create database and tables on MariaDB.
13. Perform CRUD (Create, Read, Update, Delete) operations on MariaDB.

Text Books

- McGraw-Hill Education, 6th Edition, 2010.

(2%

'~ Edition, 2003.

References

- Abraham Silberschatz, Henry F. Korth, and S. Sudarshan, “Database System Concepts”,

Raghu Ramakrishnan, “Database Management Systems” McGraw-Hill Education, 3rd

Course Contents for Third Year BTech Programme, Department of Information T.échnology, AY2023-24
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1 1.D. Ullman, “Principles of Database Systems”, Galgotia Publications, 2nd Edition, 1999
2 | Wiederhold, “Database Design”, McGraw Hill Inc, 2nd Edition, 1983

| C.J.Date, A.Kannan, S.Swamynathan, “An Introduction to Database Systems”, Pearson

| Education, 8th Edition, 2006.

CO-PO Mapping

Programme Outcomes (PO) PSO
1 [ 2 [3[4[s|ea[7 891w [1z] 1 2
P - . | | . . I
03 - i ......... 3 % ; ; § ‘ — i
' The strength of mappmg is to be wr1tten as 1,2 3 where 1: Low 2: Med1um 3: ngh -
Each CO of the course must map to at least one PO, and preferably to only one PO.
Assessment
There are three components of lab assessment LA1, LA2 and Lab ESE.
i IMP: Lab ESE is a separate head c-l"p'issmL (min 40 %), LA1+LA2 should be min 40%
; ‘Assessment Based on Conducted by Typical Schedule ‘Marks
e Lab activities, ' During Week 1 to Week 8 ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ
LA1 attendance, Lab Course Faculty Marks Submission at the end of | 30
Journal | Week 8 3
T s L T s T ;
LA2 attendance, | Lab Course Faculty Marks Submission at the end of 30
Journa] - Week 16
' Lab activities, Lab Course Faculty and | During Week 18 to Week 19
Lab ESE journal/  External Examiner as | Marks Submission at the end of 40
performance appllcable Week 19

" i
Week 1 indicates starting week of a semester. Lab activities/Lab performance shall include performing
experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per

the nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments

and related activities if any.

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Progra mme
Cla ss, Semester

Course Code
Course Name

Desire('i"

Teachmg Scheme

szlichan(i“College of Engineering, Sangli
( Government Azded Autonomous Instztute)
AY 2023 24

' B.Tech. (Information Technology)
. Third Year B. Tech., Sem VI
' 6IT352
. Web Technology lab
E Basic Programmmg Concepts "

Requisites:

Examination Scheme (Marks)

Practical 2 Hrs/week LAl LA2 Lab ESE
Interactio | 1 Hr/week | 30 30 j 40
n |
| Credits: 2
Course Objectives "
1 To introduce web techniques for solving client/server problems

2 | To demonstrate design of web pages

"3 Todiscuss about client-side or server-side app]ncatlons

At the end of the course the students will be able to

Course Outcomes (CO) W|th B]oom s Taxonomy Le\ el

|
' Bloom’s
CO Course Outcome Statement/s Taxonomy
Level
''''' CO1 | Identify the principles ofmcohcru!l coding and ]l]lEIdLIIVt web page m
CO2  Demonstrate the i lni.nrpomlmn of CSS and Java &.cr:pt in an HTML v
CO3  Create web pages Lmnu D|’1n”0 and connect using MySQL Vi
 Module Module Contents
- T ST B .
HTML introduction, HTML editors, elements, attributes, headings, paragraphs,
I styles, formatting, lists, tables, layout, forms
CSS Introduction, syntax, selectors, colors, backgrounds, borders, margins,
padding, outline, text family, font family, navigation bar, dropdowns, forms,
website layout and components
- Java script
Introduction to Java script, syntax, variables, operators, data types, funetions,
I objects, events, date formats, math, control flow statements, forms, objects and
its properties, object classes, components, Introduction to server-side and |
. client-side scripting language
. PHP o
Basics of PHP, installation of PHP, comments, variables, echo/print, data types,
111 strings, numbers, math, constants, operators, control flow statements, arrays,

. Form handling, form validation, form required, from URL, form complete, date |

Ednd time, file handling, open, read, write, upload, cookies, session,

Bloom’s

Taxonomy

Descriptio

Applying
Analysing

Creating

Hours

]

lod

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Object oriented PHP
v - What is OOP?, classes and objects, constructor, destructor, access modifiers,
. inheritance, mterfaces abstract classes, static keyword
§ Database Handling —
Vv | MySQL database connectivity, MySQL connect, creating database, inserting
| data, prepared statements, various querles used in PHP
Bootstrap and responsnve web design
. Introduction to Bootstrap, installation of bootstrap, grid system, buttons, tables,
VI vertical forms, horizontal forms, dropdowns, responsive tabs, progress bar,
alerts, pagination, badges, labels, page headers, tooltips, responsive web design:
nodejs, angular js, angular, react, etc.

List of Experiments / Lab Activities

MEISt of Expefmi;;énts:

1. Program on HTML basic tags for text formatting.
2. Program on HTML tag to handle multimedia elements on web page.
3. Program on HTML tag to create forms and Ul elements.

4, Program on CSS properties for HTML web page.

5. Program on applying event handling on HTML web page using JavaScript.
6. Program on applying layout to HTML webpage.

7 Program on PHP controls statements.

8 Program on PHP string operations.

9. Program on PHP form creation and data handling.

10. Program on session management using PHP.

1. Program on Cookies management using PHP.

12. Program on PHP to connect MySQL database for CURD operations.

13. Program on Bootstrap/ responsive web design using different components.
Text Books

Education India, 4™ Edition, 2009

(]

2

P.J. Deitel & H.M. Deitel Pearson, “Internet and World Wide Web How to program™, Pearson

Jon Duckett,"HTML and CSS: Design and Build Websites™, John Wiley & Sons, Inc, 1°' Edition,

2
2011
Reference%
1 § Steven M. Schafer “HTML XHTML and CSS” Wl]ey India Edmon 5th Edltlon 2010
5 Ivan Bayross ,“Web Enabled Commercial Application Development Usmg HTML, JavaSchpt
- DHTML and PHP”, BPB Publications, 4th Edmon 2006
Useful Links
[ https /www. coursera. org/learn/web app#sy]]abus
hllps /Iwww.coursera. mf_l,rspt,udl|/41!10r*|s;’wtb dppllullmn:
3 https: Xfwww udemy.com/course/foundations-of-front-end-development/
CO-PO Mapping
Programme Outcomes (PO) PSO
1 [ 237456 78 ]9 10]11]12 | 2

CO1 2 ]

cO2 2 : -
€03 2 ) -
. The strength of mappmg is to be wrltten as 1,2,3; where, 1: Low, 2: Medium, 3 I-I1Lh
Each CO of the course must map to at least one PO, and preferably to only one PO.

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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IMP: Lab ESE is a separate head of passing.(min 40 %), LA1+LA2 should be min 40%

Assessment Based on Conducted by "Typical Schedule Marks
I TP oy Duing Week Lo Wesk 8
LA1 attendance, | Lab Course Faculty Marks Submission at the end of 30
| journal 5 Week 8 I
| Lab activities, | During Week 9 to Week 16 '
LA2 attendance, ¢ Lab Course Faculty Marks Submission at the end of 30
journal Week 16
Lab activities, = Lab Course Faculty and = During Week 18 to Week 19 |
Lab ESE journal/ External Examiner as | Marks Submission at the end of 40
performance applicable Week 19

Week 1 indicates starting week of a semester. Lab activities/Lab performance shall include performing
experiments, mini-project, presentations, drawings, programming. and other suitable activities, as per
the nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments
and related activities if any.

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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CO

Walchand Co'llege of En gin eering," Szingli
(Government Aided Autonomous Institute)
AY 2023-24

Course Information

E 'Programme ' B.Tech. (Information Technology)
Class, Semester ' Third Year B. Tech., Sem V
" Course Code 6IT353
Course Name Computer Algorithm Lab
Desired Requnsnies":" T Programmmg Ldﬁguage
Teaching Scheme ) e Examination Scheme (Marks)
Practical | 2 Hrs/Week | LAl LA2 Lab ESE Total
Interactio | - 30 30 40 ! 100
n

Credits: 1

Course OBjectives

To categorize the algorithms based on complexity

_Course Outcomes (CO) with_ n’s Taxonomy Level
At the end ofthe course the students will be able to,
Bloom’s = Bloom’s
Course Outcome Statement/s Taxonom Taxonomy
.y Level = Description
I . Applying
V. Analysing
VI Creating

List of "EXperiments'/" Lab Activities

List of Experiments:
Design of Algorithm and Analysis with gprof profiler

Problem of paragraph alignment and justification
Implementation of Optimal Binary Search Tree
MPI communication Assignment.

MPI performance analysis

[

. Implementation of gift box packaging using SSSP algorithm
. Application of APSP algorithm

. Graph algorithms implementations

. Implementation of approximate algorithm

Text Books

' Thomas H. Cormen, Charles E. Leiserson and Ronald L. Rivest, “Introduction to
| Algorithms ", Third Edition the MIT Press Cambridge, London, England, 2009

Anath Grama Ansul Gupta George Karypis, lem Kumar “Introduction fo parallel
computing”, Second Edition, Pearson Education, 2003 (For mdule V)

Hotrowitz, Sahni Rajasekaran, “Computer Algorithms”’, Computer Science, W. H. Freeman
and company Press, New york, 1997

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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= Useful Links
1 https://nptel.ac.in/courses/106/104/106104019/

Programme Outcomes (PO) PSO i
S i r T 6 T 5 T i >
- R - — O | B | S——| —
co3 | 2 | 3 |

The strength of mapping is to be written és 1,2,3; where, 1: Low, 2: Medium, 3: High
Each CO of the course must map to at least one PO, and preferably to only one PO.

Assessment

:MThere are three components of lab asses”sﬁr;;ent, LAT, LA2 and Lab ESE.
IMP: Lab ESE is a separate head of passing.(min 40 %), LA1+LA2 should be min 40%

Assessment | Basedon Conducted by Typiéal Schedule Marks
Ei; P bt | During Weak Tto Wesk 8 i
LA1 attendance, ~ Lab Course Faculty Marks Submission at the end of 30

jourpal Week 8
| Labactivites, | During Week 9 to Week 16
LA2 attendance, =~ Lab Course Faculty Marks Submission at the end of 30
journal | Week 16
Lab activities, Lab Course F: acu]ty and Duriﬁg Week 18 to Week 19
Lab ESE journal/  External Examiner as | Marks Submission at the end of | 40
performance applicable Week 19 |

Week 1 indicates starting week of a ée"n{ésg.r‘:ﬁiawbw activities/Lab performance éhalIvmi"né']ud'empérforminém
experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per
the nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Walchand College of Engineering, Sangli
(Government Aided Autonomous Institute)
AY 2023-24

Programme - B.Tech. Informatron Technology

: Class, Semester - Third Year B. Tech., Sem V

Course Code 1 6IT3 11

Course Name Professional Elective 1: Graph Theory

Desired Requisites:

: Teachmg Scheme __Examination Scheme (Marks) i
Lecture 3 Hrs/week MSE ISE ESE ] Total
Tutorial - 30 20 E 50 | 100

- ' Credits: 3

M; To discuss basics of graph theory

4§

1
0) é To explain various properties of graphs to its applications

3 . Toillustrate relevant algorithms in graph theory to solve complex prob]ems -
Course Outcomes (CO) with Bloom’s Taxonomy Level
At the end of the course, the students will be able to,

Bloom’s Bloom’s
co | Course Outcome Statement/s Taxonomy Taxonomy
— ) B Level Description
. CO1 Summarize graph types and their emes I Understanding
' Demonstrate  real life prob]ems by appropriate I11 Applying
co2 | . .
. representations and operations on the graphs
. Compare the performances of various graphs theory v Analysing
(08 . algorithms
. Module Module Contents 3 Hours
Introduction to Graphs, Paths and Trees:
[ . Introduction to graphs, Basic properties of graphs, Complete and bi- § 6
_partite graphs, Isomorphism of graphs, Paths and circuits
. Cut Set and Planar Graph:
- Cut sets, connectivity and separability, network flows, isomorphism,
I - Planner graphs, Kuratowski’s two graphs, representation of planner 7
. graphs, detection of Planarity, Vertex Colouring of graphs, Edge
. Colouring of graphs,The four-colour and five-colour theorems
. Weighted Graph and Matrix representation:
n - Bulerian Graphs, Hamiltonian cycles, Matrix representation of graphs, 5
- Chordal graphs, Weighted graphs, Matching’s in graphs, Hall's 'marriage’
theorem and its application
| Graph Algorithm:
v - Travelling salesman’s problem & Chinese postman problem, Distances in -

- graphs, Shortest path and Dijkstra’s algorithm, Floyd — Warshall

. Algorithm, Bellman-Ford Algorithm

. Spanning Tree:

\% Trees, Spanning tree in graphs, Minimum spanning tree algorithms, -
. Kruskal’s algorithm, Independence sets and covering in graphs
Appllcatlons of Graph Thory:

VI ¢ Perfect Graphs, Applications of graphs in switching theory, Directed 6

- Graphs (or Digraphs)

Text Books
Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Deo Narsing , “"Graph Theory With Applications To Engin;zering And Computer Science”, 2™
Edition, PHI Publication, 2011

7 | Wilson Robin J, “Introduction %W&?c;ﬁ%%%o;;js?h EdmlwtlaﬁjLonméman Publi cation”, 2012
References N e
| Parthasarathy K. R., ” Basic Graph Theory”, McGraw-Hill Professional Publishing,3" Edition,
SN L
. z
2

CO-PO Mapping

i Programme Outcomes (PO) PSO
1 | 2 [ 3 4 5 6 7 18 19 [10]11 12 1 | 2
cor 13 l . a_ . 1 2
€co2 | | |3]2| | | [ A
CO3 1 3 2 | '

Each CO of the course must map to at least one PO.

Assessment
The assessment is based on MSE, ISE and ESE. -
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)

%
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Walchand College of Engineering, Sangli

(Government Aided Autonomous Institute)

AY 2023-24
Course Information

' Programme B Tech. (Information Technology)

'Class,éemester Th1rd Year B Tech Sem V
- Course Code | 6IT312

Course Name | Professional Elective -1: Blockchain Technology and Applications

Desired Requisites: " Data Communication

Teaching Scheme P Examination Scheme (Marks)

 Lecture 3 Hrs/week =~ MSE ISE ESE ~ Total
e ’ | T - s S et

Credits: 3

Course OhJELll\e\

1
2 To  explain use of various blockchain tools
3 wTo disct of blockchams to the required security

Course Outcomes (CO) with Bloom’s deonomy Level
At the end of the course, the students will be able to,

. Bloom’s Bloom’s
Course Outcome Statement/s i Taxonomy | Taxonomy
. Level | Description_
Il Understanding
1 Applying
Identlfy suitable blockchain mechanisms with security permlssmns E v Analysing
_ to the domain applications
Module Module Contents Hours )
. Elements of a Blockchain, Digital Money to Distributed Ledgers, Overall 7
L ' Blockchain Architecture, permissions, Types of blockchain 6
. Security Primitives, Hashing, Digital Signatures in Blockchain, Blockchain .
II . : . . 7
Consensus Mechanism and its types, Permissions
" Blockchain Interoperability, Proof of Work (PoW)-Scalability aspect"s"
111 i Blockchain Consensus 1 - Permissionless Models 7
Blockchain Consensus I1 — Permissioned Models
Smart Contract, Decomposing the consensus process
IV | Ethereum Smart Contracts (Permissionless Model) ! 6
. Hyperledger Fabric (Permissioned Model) !
. Block chain in Financial Software and Systems (FSS), Settlements- KYC- |
\Y . Capital Markets-Insurance 7
. Popular Blockchain tools- Study and Comparison
| Block chain in trade/supply chain: Provenance of goods, visibility
. trade/supply chain finance, invoice management/discounting
VI | Block chain for Government: Digital identity, land records and other kinds o 6
- record keeping between government entities, public distribution system / socia
welfare systems
Textbooks
) \‘ Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
By "
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coi“__
co2

(oo

' The strength of mapping is to be written as 1: Low, 2: Medium, 3: High
i Each CO of the course must map to at least one PO.

‘The assessment is based on MSE, ISE and ESE.

- Mark Gates, “Block chain: Ultimate guide to understandzng block chain, bit coin, crypto

currencies, smart contracts and the future of money”, Wise Fox Publishing and Mark Gates 2017

| Salman Baset, Luc Desrosiers, Nitin Gaur,_ Petr Novotny, Anthony O'Dowd, Venkatraman
- Ramakrishna, “Hands-On Block chain with Hyper ledger: Building decentralized applications
- with Hyperledger Fabric and Composer”, 2018

. Bahga, Vijay Madisetti, “Block chain Applzcatzons A Hands-On Approach”, Arshdeep Bahga
. Vijay Madisetti publishers 2017

References

Andreas Antonopoulos, “Mastering Bitcoin: Unlockzng Digital Crypto currencies”, ORell]y
: Media, Inc. 2014

Me]ame Swa “Block chain” ,O' Ren]ly Medla 2014

i i;_sgful" Llnks R \ ‘

- blockgeeks.comguide/what-is-block-chain-technology
. https://nptel.ac. in/courses/106105184/ |
Mhtl]}??fﬁw@\;(ﬂu 'sera. oszDecnl|2'1t|0n~;fh|0c1\cham = W -
https://www. bludxuham council., nr}_fl':loéf{é'}'ﬁnm‘?ulm qoulue—GUOUIeAds&ulm deILIITI o

CO-PO Mapplng :

Programme Outcomes (PO) PSO |
I 7] = , y : 6 7 5 | 9 10 T ........ e
= i . L ] _ . B
i . a : T i

MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.

For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)

ps

AL
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Programme

Class, Semester

Course Code
Course Name

' Desired Requisites:

Teaching Scheme

Walchand College of Engineering, Sangli

( Government Aided Autonomous ]nslllute)

AY 2023-24

Course Information
B.Tech. (Information Technology)

- 6IT313

Professional Elective 1 W]reless Networks
Computer Networks

Architecture,
MVNO.

LTE, Advanced Broadband Wireless Access and Services, |

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24

Lecture 3 Hrs/week MSE ISE ESE | Total
Tutorial - 30 20 50 ‘ 100
Credits: 3
Course Objective
LAt Epg@f the course :[he stud@nts will be . z;ble to, T
. Understand basics of wireless network systems | Understan
Cco1 | d
CO2 | (ompale the transmission of voice and data through various networks Analyze |
. €CO3 | Distinguish multipath propagation and g_i___@wnc,ed wireless networks B Analyze
— = Y
Module Module Contents Hours
WLAN Introduction and Basics 3
I 802.11 protocol stack-basics, RF spectrum of operations, unlicensed band usage, | 7
- Types of networks and their usage, Role of Wi-Fi alliance. Exercises: Survey of |
. WLAN products in consumer appliances.
Data Link Layer services
1 Overview of Circuit and Packet switches, ARP, Data link control: HDLC ; 6
& PPP, Multiple access protocols, Wireless LAN, Comparison wired and |
wireless LAN.
MAC Layer
n CSMA/CA principles used for WLAN MAC, Details of MAC protocol, 7
Medium reservation and hidden nodes, MAC Frame Aggregation and QoS in
WLAN, Roaming, Throughput calculation.
Network Layer
v Network Entry Process in WLAN, Security Evolution, Power save concepts, 7
Throughput and performance of WLAN, Network tracking operations. |
WLAN data transmission
Sniffing WLAN Frames and analysis using open source tools, Inferring
v capabilities of APs and clients, Analysing network entry steps and debugging |
connection problems, Analysing Data transmission and debugging performance 6
issues, Analysis of Roaming performance.
4G Technologies
Introduction — 4G vision — 4G features and challenges - Applications of 4G —
VI 4G Technologies: Multicarrier Modulation, Smart antenna techniques, IMS 6

22



) ) Text Books ) )
Eldad Perahia and Robert Stacey,”Next Generation wireless LANS 802.11n and 802.11ac”, 2nd
| edition, Cambridge University Press, 2013
2 | Mathew Gast, 802.11 ‘Wireless Networks: The Definitive Guide’, 2nd Edition, OReily, 2009

Refel anes

Useful Links |12 L
I | https: //onlinecourses.nptel.ac. in/noc19 ee48/prev1ew ol oo .= 0 »
2 | https://onlinecourses.swayam?2.ac.in/ugc19 cle/prev1ew _

CO-PO Mappmg

" Programme Outcomes (PO) ' ) | PSO
TR T - T o
CO1 2 3 2 | 2
I I b e e S
o — — 1= U
....................................................................... T

The assessment is based on MSE, ISE and ESE.

' MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)

s -y

[ 457
N
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" Walchand College of Eng"ir;eering, Sangli
(Government Aided Autonomous Institute)

AY 2023-24
Course Information

: Programme B B.Tech. (Informatlon Technology)

"'Class, Semester

"Course Code 6IT314 B

Course Name Professional Elective -1:Natural Language Processing

Desired Requisites: Artificial Intelligence

Téaching Scheme '~ Examination Scheme (Marks)
oot e | TR = T ——
e | = i s —t)

= " Credits: 3
i Course Objectlves
1 To introduce the field of Language Computmg and its applications
2 To prov1de NLP abstractions and concept of syntactlc parsing
'3 | To deliver knowledge of different algorithms of NLP
4444 Course Outcomes (CO) with Bloom’s Taxonomy Level
| Atthe end ofthe course, the students will be able to,

| Bloom’s Bloom’s
co | Course Qutcome Statement/s Taxonomy ' Taxonomy
ﬂﬂﬂﬂﬂﬂ Level | Description
COl Dlstmgmsh between NL Ianguage and Computer Language I1 ‘Understanding
| CO2 | lllustrate the concept of POS tagging 1  Applying
C03 Xda]yse the NLP algorithms usmg small datasets. v 7 » Ahalysﬂi“ﬁg N
Module Module Contents Hours

" Introduction to NLP, brief history,- NLP applications: Speech to Text(STT)
: Text to Speech(TTS), Story Understanding, NL Generation, QA system,
- Machine Translation, Text Summarization, Text classification, Sentiment
. Analysis, Grammar/Spell Checkers etc., challenges/Open Problems, NLP
I - abstraction levels, Natural Language (NL) Characteristics and NL computing 6
- approaches/techniques and steps, NL tasks: Segmentation, Chunking,
tagging, NER, Parsing, Word Sense Disambiguation, NL Generation.

: Text Processing Challenges, Overview of Language Scripts and their

. representation on Machines using Character Sets, Language, Corpus and 7
I i Application Dependence issues, Segmentation: word level(Tokenization),

. Sentence level.

. Regular Expression and Automata Morphology, Types, Survey of English '
11 ¢ and Indian Languages Morphology, Morphological parsing FSA and FST, 6
¢ Porter stemmer Ru]e based and Paradigm based Morphology, Human

- Word Classes ad Part-of- Speech taggmg(POS) survey of POS tagsets, Rule
IV | based approaches (ENGTOWL), 6
Stochastic approaches(Probabilistic, N-gramand HMM), TBL
morphology, unknown word handling, evaluation metrics: Precision/Recall/F-
measure,error analysis.
NL parsing basics, approaches: TopDown, BottomUp, Overview of Grammar
i Formalisms: constituency and dependency school, Grammar notations CFG,
N - LFG, PCFG, LTAG, Feature- Unification, overview of English CFG, Indian
- Language Parsing in Paninian Karaka Theory, CFG parsing using Earley’s and
CYK algorithms. |

!
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Concepts and issues in NL, Theories and approaches for Semantic Analysis, | %
Meaning Representation, word 51m11ar1ty, Lexical Semantics, word senses

and relationships, WordNet (English and IndoWordnet), Word Sense
Disambiguation: Lesk Algorithm Walker’s algorithm, Coreferences 6
Resolution:Anaphora,Cataphora.

VI

| Indunkhya N., & Damerau, F. J. “Handbook ofNatural Language Processzng” CRC Press Taylor

- and Francis Group 2" edition,2010.

2 ~ Steven Blrd, Edward Loper “Natural Laﬁéuage Procé&siﬁg With Python’O'Rel lIyMedla, o
| edition,2016.

Manning, C 1"11"5510;)her and Heinrich, Schutze, Foundations of Statistical Natural Language
Processing”, MIT Press,1™ Edition,1997.

2

Useful Links

' ) 1 hip: //www nptelvndeos m/20]2/11/natural language -processing.html

o atpol tgom/nlp
3 j https://www.geeksforgeeks. org/natural ]:mvuam, -processing-overview/

Programme Outcomes (PO) "PSO
1 [ 2 [ 3[4 ] 5 6] 7] 8]9 [10]u|iz] 1 2
cor 2 T ] 2 |
coz 2 | 3 | |
cos | 2 K |1 i I D

' The streng‘[h of mappmg is to be written as 1: Low, 2: Medium, 3: High
Each CO of the course must map to at least one PO.

Assessment e n
- The assessment is based on on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment
can be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passmg)

"*V .y

Mo 1}

.
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~ Walchand College of Engineering, Sangll

AY 2023-24 -
Course Informatlon

: Programme
. Class, Semester Fmal Year B. Tech., Sem-V
§ Course N__ame n Profess;op_g{ Elective -1: Geograph1cal Informgbi_ft_]op System

Desnred Requ131tes -

1 Teachmg Scheme ... Examination Scheme (Marks) i e L S
Lecture | 3 Hrs/week MSE | ISE | ESE | Total
“Tutorial | 30 2 LN— s

R - N Credits: 3

Bloom’s Bloom’s
CO Course Qutcome Statement/s Taxonomy . Taxonomy
.................................................... Level  Description
. co1 __Distinguish spatial and non-spatial characteristics of GIS data 11 Understandmg
| €CO2 | Examine the data quality issues and performance for GIS data 1 . Applying
| CO3 | Designa GIS appllcalmn for reaf time system ) VI | Creating
::Module :_ ¥ Module Contents - 1 i Hours B
Module 1: Introduction to GIS
1 Introduction to GIS, components of GIS, Real World to Digital World 7

Module 2: Georeferencmg and Map Projections |

[ Georeferencing, Relative and Discrete Referencing, levation models, 6
_____________ Coordinate Systems, Maps and Numbering, Map Projections.
Module 3: Data Quality and Measures :
m Positional Accuracy and Source of Errors, Classification Accuracy and Pixel | 6
Errors, Spatial Data Editing and Transformations, data model and |
comparisons.
Module 4: Remote Sensing and GPS and Database systems:
Introduction to Remote Sensing, RS-working, satellites, and GPS, GPS:
v Working and Signals , GPS errors 7
 Introduction to database, Database Management System - Introduction,
- DBMS models, Normalization forms, Creating and Maintaining a database,
- Spatial Database systems. e o ]
Module 5: Spatial Query and analys1s 5
Spatial Query - Introduction, Spatial analysis, Raster and vector data
\Y . . . . . . 6
analysis, Overlay operations, Basic spatial analysis, advanced spatial
analysis.
Module 6: GIS Data Standard and Infrastructure
VI . Open Source GIS Softwares- Introduction, PROS & CONS of open source, 7

- GIS Data Standards, Open Geospatial Consortium (OGC), National Spatial
. Data Infrastructure (NSDI), Introduction to Web GIS and Geoserver.

_ TextBooks
Tan HeyWood, Sarah Cornelius and Steve Carver, “An Introduction to Geographzcal Informanon |
Systems”, Pearson Education, 2 Edition, 2006

g .85 e 1 0100 208 000 880 800 et e S 60000 ﬂm..wmwk
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| Kang-tsung Chang , “Introduction to Geographlc Information Systems” Tata McGrawHill, 4™
Edition, 2007

References

| Peter A. Burrough Rachael A. McDonnell and Christopher D. L]oyd “Principles of Geographical :
. Information System”, Oxford University Press, 2016 N
Kelth C. Clarke, Bradley 0. Parks and Mlchae] P. Crane, “Geographlcal Information Systems and

Mlchael N. Demers “Funa’amentals of Geographzc fntm mation ‘ns!cms 4™ Edition, Wiley |
. Publication 2008, |

Chor Pang Lo, “Concepts and T echniques of Geographzc Informatzon Systems” Pearson Prentice

. Hall, 2007

AL —

co1

CO2
€03

Useful Llnks
https //nptel ac. m/courses/107/]05/107105088/

~___CO-PO Mappmg
Programme Outcomes (P 0)
5 6 7 8

Assessment

The assessment is based on MSE, ISE and ESE.

MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE sh

all be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
| For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
. ESE are needed. (ESE shall be a separate head of passing)
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%

Walchand College of Engineering, Sangli
(Government Aided Autonomous Institute)

AY2023-24
Course Information
Programme B.Tech. (Information Technology)
 Class, Semester ' Third Year B. Tech., Sem V

Course Code _ 6OE385 _
Course Name | Open Elective - 1: Cloud Computing System

Desired Requisites: . Computer Networks

___Teaching Scheme = Scheme (Marks)
Lecture . 3 Hrs/week MSE ISE ESE

Tutorial 5 30 20 50

- 1 o . _ Credits: 3

Za i olmpanavanionskenjicendideplogmin modeinlohdicompntins
5 To acquaint the significance of virtualization in data centre
Course Outcomes (CO) with Bloom’s Taxonomy Level

mét the end of the course, the students will be able to,

Bloom’s
CO Course Outcome Statement/s Taxonomy
_____ . 0 s Level
co1 Comprehend the fundamentals of cloud computation 1
Choose virtualization techniques to deploy the service on cloud 11
co2 .
- infrastructure . . .
- CO3  Analyze service models for data centre applications v
Module Module Contents
~ Introduction to Cloud Computing
I | Virtualization and Cloud Computing, Cloud Reference Model: JAAS, PAAS,
SAAS, Cloud Deployment Model: Public Cloud, Private Cloud and Hybrid
Cloud, Cloud Platforms in Industry
Virtualization
1| Hosted and Bare-Meta, Server Virtualization, Desktop Virtualization,
Application Virtualization, Storage Virtualization
Network Functions
m Public Cloud Networking: Route53, Content Delivery Networks, Resilience

Infrastructure, Virtual Network Functions: Cloud Firewall, DNS, Load
_ Balancers, Intrusion Detection Systems
| Virtual Private Clouds (VPC)
v | VPC fundamentals, Public and Private Subnets, Security Groups, Network
| Access Control List, Network Address Translation.
Cloud Management
\% Service Management in Cloud Computing, Data Management in Cloud

VI Open Source and Commercial Clouds, Cloud Simulator, Research trend in
Cloud Computing, Fog Computing

Total
100

Bloom’s
Taxonomy

D

: Analysing

__Hours

6

6

Text Books

. Graw Hill Education, 3rd Edition, 2011

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Rajkumar Buyya, Christian Vecchiola, S. Thamarai Selvi, “Mastering cloud computing”, Mc

Thomas Erl, Zaigham Mahmood and Ricardo Puttini, “Cloud Computing: Concepts, Technology
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References

- Technology & Architecture ", Pearson Prentice Hall, 2nd edition. 2013

Richardo Puttini, Thomas Erl, and Zaigham Mahmood, “Cloud Con_qputing: Concepts,

= Srinivasan, J. Suresh. “Cloud Computing: A practical approach for lear‘}'ling“w “and
~ | implementation”, Pearson, 2nd Edition, 2012 -
___________________  Useful Links
! - Module: L 11, IV, V, VI
. https://nptel.ac.in/content/syllabus_pdf/106105167.pdf
2 | htips://aws.amazon.com/

W

- Each CO of the course must map to at least one PO.

Assessment
The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)

3
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Walchand '(ﬁjnollege of Engineering, Sangli
(Government Aided Autonomous Institute)
AY 2023-24
Course Information
‘B.Tech. (Informatlon Techno]ogy)
Third Year B Tech Sem V
" 60E386

~ Open Elective - 1: Joy of [“’muam:mn; using Python

Programme
Class, Semester
: Course Code
‘Course Name
Desired Requisites: Computer Programming

Teaching Scheme Examination Scheme (Ii’larks)

Lecture 3 Hrs/week MSE | ESE
"""" Tutorial | = 30 50
""" - -l Credits: 3
Couurs"e Objec"tives
1
2
3

At th the end of the course, the students will be able to )

Bloom’s
CO Course Outcome Statement/s Taxonomy
Level
co1 | Implement the programming concepts in Python I
| CO2  Examine the data using python programming libraries ) \Y
€03 | Design application using Python libraries vi

Module Module Contents
" Introduction to Python:
The basic elements of python, Branching Programs, Control Structures, Strings
and Input, lteration, Functions and scoping, Specifications, Recursion, Global
| variables.

Advanced features of Python:
| Modu]es Files System Functions and Parameters Strings, Tuples, Lists and

Classes and Object-Orlented Programmmg
111

' Module:

- Importing

- Composition.
- Data Visualization:

Matplot lib, Bar Graph, Pie Chart, Box plot. Histogram, Line chart, Sub plot
Python-Numpy Library
NumPy Introduction,

module, Math module, Random module, Packages

Numpy array, Numpy array indexing,

VI
_F%t?}_

Abstract Data Types and Classes, Inheritance, Encapsulation and Information |

e

:

5

Numpy !

100

Bloom’s
Taxonomy
Descriptio

n

Applying
Evaluating

Creating

Hours

(#3)

6

6

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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2 Chun, J Wesley, “Core Python Programming”, Pearson, 2nd Edition, 2007 Reprin"f 2010

Releremes T )
| | Barry. Paul, Head First Python, OR1e11v,2nd Edition, 2010
2 Lutz, Mark, Learning Python, O Rielly, 4th Edition, 2009

Useful Links
I | https://onlinecourses.nptel.ac.in/noc21_cs32/preview
m%m \ https://docs.python.org/3/tutorial/
) E https://www.learnpython.org/

" ép-PO Mapping

Programme Outcomes (PO) " PSO
1 |23 456|789 i0]i1] 2 I 2
o ; AP OB | ] gt ;
e S e R S S HEE :
- Cco3 | 2 | I

The étrength of fnapping is to be written as 1: L"(S;Jv, 2: Medium, 3: High
Each CO of the course must map to at least one PO.

Assessment
The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
| For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering; Sangli
(Government Aided Autonomous Institute)

AY 2023-24
E,« . Course Information
Prograrﬁme B.Tech. (Information Technolog);)m
Class, Semester ' Third Year B. Tech., Sem V
e s
Course Name * Open Elective - 1: Data Science for Engineers

Desired Requisites:

Teaching Scheme

_ ____}?__)(am_i_qation Scheme (Marks)
Lecture . 3 Hrs/week

T ISE by e
30 20 50 100
Credits: 3

Tutorial -

Course Objectlves
1 To Introduce R /Python a programmmg Ianguage

2 ,,,,, °F i S e e

3 N To impart the first level data science algorithms

Course qutcomes (CO) with Bloom S Taxonomy Level

At the end of the course, _the studen__ts__wlll be able to,

Bloom’s Bloom’s

CO Course Outcome Statement/s Taxonomy Taxonomy
| Level Description
CO1 | Describe a flow process for data science problems 1 Ubderstandin
- -

CO2 | Develop R code% for data science solutions 1 applying
CO3 | Construct use cases to valldate approach and ldentlfy modlf cations VI Creating
i Tl Contents i AL A i

Introduction to R:
Introduction to R, variables and data types in R, Data frames, Arithmetic and |
logical operatlons in R, Matrlx operations in R, Functions in R, control

al visuali

6

Statistics (descriptive statistics, notion of probability, distributions, mean,

I1 i variance, covariance, covariance matrix, understanding univariate and 6
multivariate normal distributions, introduction to hypothesis testing,
confidence, interval for estimates).

Optimization for data Science:

Unconstrained Multivariate optimization, Gradient Descent Learning Rules. |

Typology of data science problems and a solution framework, Multivariate |

optimization with Equality constraints, solving data analysis problems.

Predictive Modeling:

Simple linear regression and verifying assumptions used in linear regression

r2. Multivariate linear regression, model assessment, assessing importance of
 different variables, subset selection

' Classification

V classification using logistic regression, performance measurement, Logistic

Regression in R

111

v

n
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Clusterrin‘g
VI Nearest Neighbors techniques, K-means clustering, KNN, KNN 8
implementation in R, data science for Engineers - summary.

1 1 Jeeva Jose,”“ Data Analysis using R” Khanna Pub

References

CO-PO Ma pping

Programme Outcomes (de N - | PSO
I 2 |3 ][4 756 | 7] 8119101112 172
Cco1 2 Dl
co2 3 ! E 1
CcO3 1 |2 l 1

The Stréngth of niapping is to be written as 1: Low, 2: Mediurh,"j‘:mﬁiéh
- Each CO of the course must map to at least one PO.
Assessment
‘The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, Sangli

AY 2023-24

_ Course Information
Programme  B.Tech. (Information Technology)
Class, Semester Th]rd Year B. Tech., Sem VI
Course Code 6IT321 =
Course Name | Unix Operatmg System wwwww
Desired Requisites: | Operating System
L Teachmg Scheme = ___Examination Scheme (Marks) _
Lecture 3 Hrs/week MSE ISE ESE Total
Tutorial - 30 20 50 100

- " e

Course Objectives
1 To introduce design, principal and phllosophy of the Unix/Linux OS.
2 | To impart the architecture of Unix/Linux OS.
30 To discuss system ca]l of Lmux/Umxv
Course Outcomes (CO) v with Bloom s Taxonomy Level
At the end of the course, the students will Abﬁeﬁable to,

, | Bloom’s
| Taxonom
CcO Course Outcome Statement/s Taxonomy 5 omy
. Descriptio |
Level | |
CQl Interpret design, prmc1pal and pﬁllosophy of the Unix/Linux OS [II i N
- CO2 | Analyze the architecture of Unix/Linux OS IV f
- CO3 . Apply Linux/Unix system calls - 111 |
 Module W Module Contents : | Hours
Introduction
: General Overview of the System - History, System Structure, User Perspective,
] - Operating System Services, Assumption About Hardware. 7

Introduction to the KERNEL: Architecture of UNlX OS Introduction to system

The Buffer Cache
m Buffer headers, structure of the buffer pool, scenarios for retrieval of a buffer, '

(=]

Internal Representatlon of Flles ;
Inodes, structure of the regular file, directories, conversion of a pathname to | 6
| inode, super block, inode assignment to a new file, allocation of disk blocks, |
: other file types.
System calls for the file System
Open, Read, write, File and Record Locking, LSEEK, Close, File Creation,
~ Creation of Special File, Change Directory and Change Root, Change Owner |
and Change Mode, Stat and Fstat, Pipes, Dup, Link, Unlink.
Structure of Process
Vv Process stages and transitions, layout of system memory, the context of a : 6
Process, saving context of a process, manipulation of the process address space.
Process Control {
Process creation, signals, process termination, awaiting process termination,
invoking other programs, the user id of a process, the shell, system Boot and 7
the Init process, Process Scheduling, system call for time, clock.

[

VI

e e
Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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I _' Maurice I. Bach, “The Design of Unix Operating System™, PHI, 1994,
2 Sumitabha Das, “Unix Concepts and 4p;?hmnom TMGH, 4" Edition, 2017.

References

Kay Robbins, Steve Robbins, “UNLY Systems Programmmg Communication, Concurrency and

?z’ueau’\ Pearson, 2nd Edition, December, 2015

3 | Eric Ra\»mond “Art of UNIX Programming”, Pearson 1st edmon October 2003

.............. Useful Links
https //mptel.ac.in/courses/106/102/106102132/
(Intro to Unix System Calls Part 1/2, Kernel Data Structures, Process structure, Context

: Switching, Fork, Context-Switch, Process Control Block, Locking, File System Implementation,
. File SysterEOperatlon) vvvvvvvvv e e WY B - o 1
5 https://onlinecourses.nptel.ac. m/noc]9 cs50 ’

‘(Processes Scheduling in Linux, IPC thread)

3
4 https //g}ﬂﬂ}gb com/mit-pdos/xv6-public
5
6

 https://www.geeksforgeeks.org/introduction-to-unix-system/
| http://www.di.uevora.pt/~lmr/syscalls.html . - _ o

5 = CO -PO M"Ip]’)ll'l“ ! ,
Pmnmmnu Outcomes (PO) _ PSO

0 (A e 0 !

(g5
(]
(]

b2

The %trcnmh of mapping is to be written as 1: Low, 2: Mechum 30 Iwh '
Each CO of the course must map to at least one PO.
Assessment

The assessment is based on MSE, ISE and ESE.

MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
| be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.

For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, Sangli
(Government Aided Autonomous Instztute)

AY 2023- 24
Course Information

: Programme | B.Tech. (Information Technology)

émClass, Semester Third Year B. TLLh """ Sem VI

Course Code " lelT3222
Course Name Image Processing and Pattern Recognition
Desired Requisites: ? DataAStructuEg Matrix Opeééi‘fdﬁ"sw% = T = DR
~ Teaching Scheme ~ Examination Scheme (Marks)

.... Lecture 3 Hrs/week | MSE ISE ~ ESE Total
Tutorial - : 30 | 7 20 . 50 100

Credits: 3

Course Objectives

. To describe pattern recognmon algorlthms for domain apphcat]ons

Course Outcomes (CO) w1th Bloom 'S Taxonomy Level

At the end of the course the students will be able to

Bloom’s Bloom’s
CO Course Outcome Statement/s . Taxonomy | Taxonomy |
CO1 Determine fundamental requirements of digital image handling, | B [ Undm standmg |

- storages and representations ) | )

coz Implement image processing steps for i 1mage enhancement and | [11 Applying
««««« _ Segmentation _ B RIS
¢ image patterns for recognition and classification IV. [ Analyzing |

| Module | Module Contents Hours

Introduction to Digital Image Processing:
| Pixel Representation, Resolution, Image Formats and Storages, Intensity,

I Hue, Saturation, Brightness, Color Images, Connectivity, Regions, 7
Distance Measures, Image Handling using Mathematical and Logical
Operations
' Imag hancement: |
1 - Histogram Processing, Image Quality, Image Noise, Image Aliasing , f 6

%Image Sampling and Quantization, Spatial Filtering and Smoothing,

. Geometric Transformations, Image Aspect Ratio t

: Image Transforms:

. Introduction to Frequency Domain Transforms, Image Representations in

I - Discrete Fourier Transform, Discrete Cosine Transform, Discrete Wavelet 7
- Transform, Image Smoothing and Sharpening using Frequency Domain
. Filters — Ideal, Butterworth and Gaussian Filters

' Image Segmentatlon

Point, Line and Edge Detection Methods, Edge Based Segmentation,

Region Based Segmentation Region Split and Merge Techniques, Region

v 6

i Mathematical Morphology
Basic Morphological Concepts, Dilation, Erosion, , Opening and Closing, 6
Hit or Miss Transformation, Boundary Extraction, Thinning and Skeleton '

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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i Pattern Recognition: g
. Pattern Classes, Pattern Recognition and Clasification, , Issues in Pattern

R Recognition, Design Concepts and Methodo]ogxes Pattern Recognition /
| Applications ...
....... TethOOks
| Millan Sonka, Vaclav Hiavac, Roger Boyle “Image Processing Ana!ysns and Machine
.  Vision”, CL Engineering, 3" Edition, 2013. s e e
. Rafel C. Gonzalez, Richard E. Woods “Dlgltal Image Processmg Pearson Education, 3"
2
__ Edition,2008. ) e §
3 AnilK. Jain, “Fundamentals of Digital Image Procussmg ,Prentlce Hall 1989 o l
R ferences PSSO
| Julus T. Tou , Rafel C. Gonzalez, “Pattern Recogmtlon Principles”, Wesley Publishing ‘
' Company, I“Edition,1974. |
5 . Earl Gose, Richard Johnsonbaugh, “Pattern Recognition and Tmage Analy51s” Prentice Hall
“  oflndia Private limited, 1¥ Edition, 2009. |
3 S Jayaraman S Esakklrajan T Veerakumar, “Dlgltal Image Processmg , Tata McGraw H111

Publication, 3I " Edition, 2010.

| " Useful Links I e i
I hitps: ffu:t.l‘) iiith. \I'lb‘: ac.in/List% Ool%”OL\ananls hlml
2 https: /lonlinecourses. nptel ac.in/noc19 eﬁ()r‘prwlew )
3

https:/www.coursera.org/learn/digital

CO-PO Mapping

Programme Outcomes (PO) PSO
3 [ 4] 56! 7] 89 [10]11]12] 1 2
| 3 1 | 2
i : i
; __ | :

The strength ofmappmg is to be written as 1: Low 2: Medium, 3: ngh
Each CO ofthe course must map to at Itasl one PO.
Assessment
The assessment is based on MSE, ISE and ESE.
' MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of ‘ )
assessment can be field visit, assignments etc. and is expected to map at least one higher order
PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage
on modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40%
marks in ESE are needed. (ESE shall be a separate head of passing)

Wb
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Walchand College of Engineeri"ngﬁ, Sangli
(Government Aided Autonomous Institute)

AY 2023-24
Course Information

Programme - " B.Tech. (Information Technology)

Class, Semester | Third Year B. Tech Sem V

Course Code 1 6IT323
| Course Name . Artificial Intelligence
E Iu)esireidal’l—eatal-lwisﬂitesM:‘w Computer Algorlﬂthmﬁh LI
_ Teaching Scheme ~ Examination Scheme'("Marks)
ftecture © 3 Hrs/week MSE ISE ESE Total

Tutorial | - 30 20 50 100
Credits: 3

Course Objectives

' To understand the concept of Art1ﬁc1al Intelhgence (AI) in the form of variol

3 J To acquamt with the fundamentals of knowledge and reasonmg » Am_m
Course Outcomes (CO) with Bloom’s Taxonomy Level
At the end of the CWOWSPW'[DE St‘:!fie‘lli w1ll”l)e able to,

| . Bloom’s | Bloom’s
co | Course Outcome Statement/s Taxonomy . Taxonomy |
| | oo m . . Level Descrlptlon
co1 Apply schemes of kr knowledge representatron Hl . Applying
CcO2 l Demonstrate an expert system. i Appl)jlhg _
CO3 | Evaluate performance of AT systems. v o Evaluatmg

. ST — TS

Introduction and searching in Al: i
~ Introduction to Artificial Intelligence, Foundations of Artificial Intelligence, |

! - History of Artificial,Al Application, Characteristics of Al, Heuristic, Problem | 6
_ Spaces and Search, A*,AO* algorithms ;
Knowledge Representatlon & Logic: ;

11 . Predicate calculus, Predicates and arguments, ISA hierarchy, Frames, 6
_ Unification

Logic Programming:
The Wumpus World, Logic, Propositional Logic: A Very Simple Logic, :

n Propositional Theorem Proving, Effective Propositional Model Checking, -
Agents Based on Propositional Logic, First-Order Logic, Representation
Revisited, Syntax and Semantics of First-Order Logic, Using First-Order |
Logic, Knowledge Engineering in First-Order Logic.
Planning: i

v Introduction, Planning as problem solving, STRIPS, Forward and Backward 7
planning, Non linear planning. |
Neural Networks: i

v History and Introduction to Neural network, Working of neurons , Basic <

components of ANN,ANN Architecture, Feedforward network, Applications |
of Neural Network.
Expert systems & Natural Language Processmg :
V1 Introduction, Functionality /components of Expert systems, Architecture of ES, 8

Building an Expert system, NLP and Understanding.

; | __Textbooks
Course Contents for Third Year BTech Programme Department of Information Technology, AY2023-24
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I _' Elaine Rich and Kelvin nghl Nair, ™ Artzf cial Intelligence,’ ' McGraw Hills 3rd ed) edmon ;
Janakiraman et al., “Foundations of Artlf cial Intelligence and Expert Systems”, Macmilan

R )
3 Russell and Norvig,” Artificial Intelligence — A Modern Approach”, Prentice-Hall, 2010 (3rd
.| edition).
- e
1 | S‘%i"OJ Kaushik, “Artificial Intelligence”
5 Stuart Russell and Peter Norvi g, “Artificial Intelligence: A Modern Approach” Third edition,

Pearson, 2003, ISBN :10: 0136042597

Useful Links

1 ht{m ;’;’nplel ac. mfcmusesflOéﬂO"llUGIOZE?OI
2 https://nptel.ac. lI'lf(.OI.llbt‘%;"ln{SHO"/|06]0"071»
3 . https://nptel.ac.in/courses/1 06/105/106105078/
4 . https://archive.nptel.ac.in/courses/112/103/1 12103280/

CO-PO Mappmg

Prourammc Outcomee (PO) - PSO
o 2 [ 3[4 [ s5Te 7] 89 [w]|[im[r|[1]2]
N o e B B ey B e e 5 ;
cos 1 2 1|

- The strength of mappmﬂ is to be written as 1: Low, 2: Medium, 3: High
he course must map to at least one PO.
Assessment

The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
- For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

' ESE are needed. (ESE shall be a separate head of passing)

Q‘VJ
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Walchand College of Engiﬁeerin;g, Sangli
(Government Aided Autonomous Instltute)

AY 2023-24
Course Information

Programme | B.Tech. (Information TCLI‘lnoloﬂ\)
Class, Semester Third Year B Fech Sem vi
fee—r 6]T342 .........................

Course Name PI“O_]eCt -1

Desired Requisites: |

Teachmg Scheme f R T : Exammaﬂon Scheme (Marks)
' Practical | 4Hrs/Week | LAl LA2 | LabESE Total
Interaction - 30 .30 40 100

P SR US| S——— S Y ——

f - Credits: 2

2 To develop abilities of students to implement the objectives of project

3 | To guide for the preparation of technical report ¢ and research paper
Course Outcomes (CO) with B]oom S Taxonomy Level

At the end of the course, the students will be able to,

Bloom’s |  Bloom’s
CO Course Outcome Statement/s Taxonom | Taxonomy
e : S y Level | Description

| €CO1 | Understand. plan and execute a Project with team [l Applying
CcO2 IIvel technical seminar based on the Project Y AI'Icli).&InU

L COo3 pare a technical report based on the project R Analyzing

List of Experlments / Lab Actlvmes

Guidelines for Project - 1:
The project-1 is to be carried out in a group of maximum 5 to 6 students. Each group will carry out a
project by developing any application software based on the following areas.

1. The project work is to be carried out on the basis of previously learned technologies.

2. Industry based problem / Sponsored application /Game/ Interdisciplinary application /socially
useful application / Problem solving of previously learned complex concepts.

3. Project group should achieve all the proposed objectives of the problem statement.

4. The work should be completed in all aspects of design, implementation and testing and follow
software engineering practices.

5. Project reports should be prepared and submitted in soft and hard form along with
the code and other dependency documents. Preferable use online code repositories
(github/bitbucket)

6. Project will be evaluated continuously by the guide/panel as per assessment plan.

7. Presentation and report should use standard templates provided by department.

8. Preferably choose DB other than taught in MySQL/MSSQL.

Project report (pre-defined template) should be prepared using Latex/Word and submitted along
with soft copy on CD/DVD (with code, PPT, PDF, Text report document & reference material) or
on an online repository.

Students should maintain a project log book containing weekly progress of the project.

Text Books
- Raj endra Kumbhar , “How to Write Project Reports Ph. D. Thesis and Research Articles”,
- Universal Prakashan 2015
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CO-PO Mapping

Programme Outcomes (PO) | PSO
1 [ 2] 3[4 [s5]T6 7|89 101112 1 2
coz : 2 3 3

The strength of mApping is to be written as 1,2,3; where, 1: Low, 2: Medium, 3: Hi gh =
Each CO of the course must map to at least one PO, and preferably to only one PO.

Assessment

There are three components of lab assessment LA1,LA2 and Lab ESE.
- IMP: Lab ESE is a separate head of passing. (mm 40 %), LA1+LA2 should be min 40%

Assesament Based on Conducted by Typlcal Schedule - Marks
' Lab activities, ' During Week 1 to Week 8 T
LAl attendance, | Lab Course Faculty Marks Submission at the end of 30
journal Week 8
BT e Bring Weak 010 Week 18
LA2 attendance, Lab Course Faculty Marks Submission at the end of 30
Journal Week 16
Lab activities, | Lab Course Faculty and | During Week 18 to Week 19 |
Lab ESE journal/ = External Examineras | Marks Submission at the end of 40
performance apphcab]e - Week 19

Week 1 indicates star ting week of a semester. Lab &leVl[lLbdeb pbriommnce shall include puionmng

experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per the

nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments and
| related activities if any.

o
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Walchand College of Engineerin"g, Sangli

AY 2023-24 "
| Course Information
Programme B.Tech. (Information Technology)
Class, Se Third Year B. Tech., Sem VI
Course C 611371
Course Name i Unix Operating §_ystem Lab
Desired Requisites: Operating System, (C/python) PrOj:,ldI'l‘ll‘Illl'_I__“__ Ianﬂuaﬂe _
: Teaching Scheme _ Examination Scheme (Marks) )
Practical | 2 Hrs/Week LAl LA2 Lab ESE Total
Interactio - 30 30 40 100

n
Credits: 1

Course Objectlves
1  Toget introduce and use various system call of Unix/Linux OS
. To use the various IPC’ s available in OS.
To impart the IPC for solvmg the real world roblems
 Bloom’s Taxonomy Level

, Bloom’s
Bloom’s Taxonom
CcOo | Course Outcome Statement/s Taxonomy ! onomy

Level | Descriptio

P S ——— I
COl . Explain the difference between thread and process Y Applying
CcOo2 Implement effectlve programing on Unix/Linux 1l | Applying

| CO3 Distinguishing various IPC’s available in OS _ vV . Analysing

Bl | e adenlao i, List of Experiments / Lab Activities
List of Experiments: '
1. Processing Environment : fork, vfork, wait, waitpid,exec (all variations exec), and exit
2. IPC: Interrupts and Signals: signal(any three type of signal ), alarm, kill, signal
3. File system Internals: Stat, fstat, ustat/lock/flock.
4. Threading concept: In ¢ language (P thread) clone, threads of java
5. IPC: Semaphore: semaphore. h-semget, semctl, semop
6. IPC: Message Queue: msgget, msgsnd, msgrev
7. IPC: Shared merhory : shmget, shmat, shmdt
8. IPC: Sockets: socket system calls in C/socket programming of Java/python.
9. IPC: Pipe/FIFO
10. Scripting writing in Linux and python
Text Books ” -
1 Maurice J. Bach, “The Deszgn ofUmx Opemnne Sy stem™, Pl [l 1994,

_ 2 Sumitabha Das, “Unix Concepts and Applications”, TMGH, 4" hlllr(m 2017.

) References
. Beej Jorgensen , “Bee]s Guide to Unix IPC”, Brian -Beej Jorgensen Hall, Version 1.1.2,
 December, 2010 o ) .
Kay Robbins, Steve Robbins, “UNILX Systems Programming: Communication, Concurrency and
T hreads ", Pearson, 2nd Edition, December 2015

Useful Links
1 https://users.cs.cf.ac.uk/Dave.M arshall/C/
2 https: /lgithub. com/suvratapte/Maunce -Bach-Notes
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_ CO-PO Mapping
Programme Outcomes (PO)

col S S Ldo. |
coz
Co3 l

b
£
7S]

o lwinfin]

. The strength of mapping is to be written as 1,2,3; where, 1: Low, 2: Medium, 3: High

. Each CO of the course must map to at least one PO, and preferably to only one PO.

Assessment

There are three .c.omponents of lab assessment, LA1, LA2 and Lab ESE.
IMP: Lab ESE is a separate head of passmg (mm 40 %), LA1+LA2 should be min 40%

Assessment Based on Londucted by
| Lab activities,
LAl attendance, Lab Course Faculty
journal
f Lab activities, |
LA2 attendance, Lab Course Faculty
journal
' Lab activities, Lab Course Faculty and |
Lab ESE journal/ External Examiner as

performance applicable

Typlcal Schedule

During Week 1 to Week 8
: Marks Submission at the end of
| Week 8

During Week 9 to Week 16

I Marks Submission at the end of

Week 16

' DUTII'IU Week 18 to Week 19

Marks Submission at the end of
Week 19

8]

Marks

30

v

Week 1 indicates starting week of a semester. Lab activities/Lab performance shall include performing
experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per the -
| nature and requirement of the lab course. The experlmental lab shall have typically 8-10 experiments and

related activities if any.
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QG T —— '_s[iEha_nd_CoFége_ofﬁ'g_iﬁe_eri?g,_Sa:EIF T
——— (Government dided Autonomous Institure) ek g
e AP e I
! Course Information |
| Programme il ETQh.TInErEﬁETT:éE&Eg?) s _|
| Class, Semester _| Third Year B. Tech, Semvi  —~—— — —————— ]
' Course Code B
| Course Name | IT Practices Lab |
[Desired Requigitess ™ —— e |
|
" " "Teaching Scheme S e _ExammatlonScheﬂle(Marks) P B
| Practical | 2Hrs/Week | LAl LA2 | LabESE | Total |
Bt e T — = e |
| , Credits: 1 |
|
_ Course Objectives '
1 [ To demonstrate the image processing technique susing varioustools |
2| Toillustrate various concepts of IT practices B !
3 | To develop prototype and models using s ]

|| At the end of the__c:O@e, the students will be able to,

Course Outcomes (CO) with Bloom’s Taxonomy Level 5

Ziiibii .|!
=1
|
|

|' Bloom’s |  Bloom’s
- CO | Course Outcome Statement/s Taxonomy | Taxonomy

|
A e E -
COL_| Idenify various image processing techniques _
| €02 | Apply various concepts of IT

CO3 | Demonstrat

rototype using IT practices

- List of Experiments: IT Practices laboratory
| Processing and Pattern Recognition alternately,
| 1. The lab assignments for professional electives
| offered.

session

the distance between them.,

practices to design model

is to be carried out for professional elective 2 and l;naée

| Level | Description |
2 | Understanding |
3 | Applying |
~4 | Analyzing |

List of Experiments / Lab Activities i

i
|
|
|

are to be modified as per the course

2. Approximately 6 to 7 assignment on each professional elective are to carried out in lab ,'

3. Distance and Connectivity - Find if two points are neighbors in some sense and quantify .

No v

Image Arithmetic - Use arithmetic o

perations to combine images i

To study the effect of these o

perations on the dynamic range of the output image. |

Image Pre-processing

- image enhancement through point transformation

Neighbourhood Operations - To learn about neighborhood operations and use them for _:

Linear filtering Non-linear filtering
Mathematical Morphology - To understand
are used in analyzing the form and shape de

the basics of morphological operations which

tails of image structures. |

9. Image Segmentation - Understand how the threshold can be selected from the image

L ~ histo nd its effect on segmentation performance
|
S e T P o ST

' o '_Mllan ét;nk:;, Vaclay f-ﬁv%,'ﬁ)ger Boyle, “IEage Processi ng Anal ysis and Machine Visi_dn“,_ '

| CL Engincering, 3rd Edition, 2013
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| Rafel C. Gonzalez, Richard E. 1 Woods, - “Digital Image Processing”, Pearson Education, 3rd |
' | Edition, 2008. '

— - . =]
| ]
BT s L R e T T s
| " Julus T. Tou » Rafel C. Gonzalez, “Pattern Recognition Principles”, Wesley Publishing

| Company, 1st Edition, 1974, T i e i N, W
| 4 _ |
e T T e e e ==y i q
1] hitps://cse19-iith.vlabs.ac.in/List%200f%20experiments.hml | FiliSones |
2| htpsi/onlinecourses.nptel.ac.in/nocl9_eeS6/preview —_—

CO-PO Mapping

| - ~ Programme Outcomes (PO)

T— i =R A <. A
| i 1_27 31456789 0TI 1 | 3 |
| |

_|_ _| _}_ = - |

SR N TN

L. o5 T I T 1 s e e | NS A . o S
- N T D Y sy 3]
1 €os | 1] | 2] | [ T I Y Y N ]
| The strength of mapping is to be written as 1,2,3; where, 1: Low, 2: Medium, 3: High _'
- Each CO of the course must map to at least one PO, and preferably to only one PO. J_‘
e N Ry osewment . . T —
! There are three components of lab assessment, LAI, LA2 and Lab ESE. |
| IMP: Lab ESE is a separate head of passing.(min 40 %), LA1+LA2 should be min 40% |
I_A_ss_essment_z_ Basedon Conducted by Typical Schedule Marks _.[
| - Lab activities, | During Week 1 to Week § i
| LAl attendance, = Lab Course Faculty | Marks Subm ission at the end of | 30 |
—— | _joumal | " |Weeky R S
" Lab activities, | | During Week 9 to Week 16 | _i
LA2 - attendance, | Lab Course Faculty | Marks Submission at the end of Il 30 :
e lWekts | P
- Lab activities, = Lab Course Faculty and | During Week 18 to Week 19 ' |
LabESE journal/ = External Examineras | Marks Submission at the end of il 40 |

| performance _applicable | Week19 | !
' Week 1 indicates starting week of a semester. Lab activities/Lab performance shall incl ude performing |
' experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per the |
- nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments and |
_related activities if any. |

| . performance

= —
{

b2
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Walchand College of.];jrlgineering, Sangli

(Government Aided Autonomous Institute)

AY 2023-24
‘Course Information
Programnie | B.Tech. (]nformatron Technology)
- Class, Semester Third Year B TecM}rM‘Sem VI o
| Course Code T 6IT373 = g B
o ——— Computmg T
Desired Requisites: 5 Computer A]gorlthms """
_ Teachmg Scheme P T Exammatlon 'Scheme ( (Marks)
Lect'u re - LAl | LA2 , ESE Total
 Practical 2 Hrs/Week | 30 30 40 100

Interactive ~ Credits: 2

Course Objectives

To 1ntroduce the parallel computmg m open source tools.

Course Outcomes __(

At the end of the course, the students will be able to,

Bloom’s | Bloom’
Cco Course Outcome Statement/s - Taxonomy . Taxonomy
oo Level  Description_
COl - Analyze sequential code and apply parallellsm - I Applying
. COo2 . Implement parallel code to speed -up the execution I v | Applying
CO3 Design the parallel -algorithm for the engineering problem VI ; Creating
Module Module Contents Hours

I . Parallel Computing: Motivation and scope, Benchmarking, TOP500, Green
1500, Roofline model

11 GPGPU: Architecture and CUDA programming basics

11 Parallel programming Tools

v OpenMP offloading and OpenACC

\Y% OneAPI, SYCL: Architecture and coding on Intel Dev Cloud

VI Case studies: OpenCL

NI NN W

Laboratory assignment

Hardware and configuration, benchmarking, profiling
Parallel Matrix Addition

Parallel Matrix multiplication

Parallel Quick sort

Parallel LUP decomposition

Parallel Image processing

DU

) ____Textbooks
Programmmg Masswely Parallel Processors: A Hands-on Approach 2010, David B. Kirk , Wen-
mei W. Hwu, Publisher :Morgan Kaufmann

References
Anath Grama, Ansul Gupta, George Karypls V1pm Kumar, “Introduction to parallel
| computing”, Second Edition, Pearson Education, 2003
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Useful Links
1 CPU vs GPU }mm //www.youtube.com/watch?v= LfdK-vOSbGl
2 GPGPU: Architecture and CUDA programming basics
https://www.youtube.com/watch?v=kUgkOAU84bA
3 CUDA Teaching Center https://www.youtube. com/watch‘7v 4APkMJdiudU
4

OpenMP GPGPU Link https://www.youtube.com/watch PV—LIVLVLLchWT'u

| OpenMP GPGPU Link
5 https://www.yvoutube.com/watch?v=kaSQwnNDO s&list=PL20S5EeApOSull.cevblulB-

Jils7yCsk

. OneAPI SYCL https:/www.intel.com/content/www/us/en/developer/tools/oneapi/training/dpe-

0 - essentials.html
"~ OpenACC Series link
7 - https://www.youtube.com/watch?v=AHTOVCUOVOQI&|ist=PL3xCBlatwrs X6 XRQei40C53qiBZ
| AOmpZH
CO-PO Mapping "
. Programme Outcomes (PO) P PSO
g : =T 3 6 | 7 2 ST T 5
Col1 3 2
co2 2 3 | | |
= 5 > femerpree
The strength of mapping is to be written as 1: Low, 2: Medlum 3: High
Each CO of the course must map to at least one PO.
There are three components of lab assessment, LA1, LA2 and Lab ESE.
IMP: Lab ESE is a separate head of passing.(min 40 %), LA1+LA2 should be min 40%
Assessment | Basedon . Conductedby __Typical Schedule . Marks
| Lab activities, Durmg Week 1 to Week 8
LAI attendance, Lab Course Faculty Marks Submission at the end of 30
journal .. Week38
' Lab activities, During Week 9 to Week 16
LA2 attendance, Lab Course Faculty Marks Submission at the end of 30
journal Week 16 y S
Lab activities, | Lab Course Faculty and | During Week 18 to Week 19
Lab ESE journal/  © External Examineras @ Marks Submission at the end of 40
performance applicable Week 19

Week 1 indicates starting week of a semester. Lab activities/Lab performance shall include performing

| experiments, mini-project, presentations, drawings, programming, and other suitable activities, as per the
nature and requirement of the lab course. The experimental lab shall have typically 8-10 experiments and
related activities ifany.
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Walché'lh"('j'Cuo.ﬁége of Engilul'éering.,mSangli'
(Government Aided Autonomous Institute)

- AY 2023 24 B
~ Course Informatlon

. Programme o B Tech. (Information Technology)
Class, Semester N Thlrd Year B. Tech.,, SemV>
| Course Code 61T331

Course Name ;__Professmnal Elective - 1: Soft Computing
| Desired Requisites: Artificial Intelligence, Tool like Mat]ab/S_gllab
Teachmg Scheme Exammatlon SE.!!S!!.‘C.(.M?F'SQ i
' Lecture 3 Hrs/week MSE ISE ESE ; Total

Tutorial : 30 20 | 50 | 100

At the end of the course the students will be able to,

Bloom’s Bloom’s

CO Course Outcome Statement/s Taxonomy Taxonomy

| Level | Description
CO1 Classnfy hard and sof‘g_cqmputmg concepts - v Analysing
C02 . Compare thg workmg of swarm 1ntel]1gence methods v Analysing
CO3 | Justify the soft computing technique for real-time problem \% Evaluating
Module Module Contents ! Hours

. Introduction
I - History, Scope of Soft Computing, components of Soft Computing- Neural 7

. Networks, Application scope of ANN, Fuzzy Logic, Genetic algorithm,

5 Artificial Neural Network (ANN)

- Fundamental Concept, Evolution of Neural network, Basic models of ANN,

. important terminologies of ANN, Mc-Culloch Pitts Neuron, Linear

- separability, AND,OR, EXOR problem solving by ANN, Supervised

. Learning, Unsupervised Learning, Application to ANN to real world

' problem.

. Genetic Algorlthms (GA)
Introduction, basic operators and Terminologies in GA, Genetic operators —

. Selection, crossover, reproduction and mutation — fitness function,

: traditional vs. Genetic algorithm, simple genetic algorithm, general genetic

algorithm the schema theorem, classification of GA, Genetic programming.

11

- Introduction to classical set and fuzzy sets
' Introduction, Classical set (crisp set) Fuzzy sets and their properties, Fuzzy 6
- models, Membership function, Defuzzification. Application to Fuzzy logic ’
. to real world problem.
Swarm Intelligence (SI)

Ant colony optimization (ACO), Particle Swarm Optimization (PSO), 6
' Harmony search (HS), Artificial Bee Colony algorithm (ABC), Teaching
 Learning Based Optimization Algorithm (TLBO).
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Cco1
co2
CO3 :
The strength of mapping is to be written as 1: Low, 2: Medium, 3: ngh

- Each CO of the course must map to at least one PO.

PN

Appllcatnons of soft computmo
Hybrid System optimization using GA/ANN/SI Application of soft -
computing in multiple disciplines, Function Optimization.
Text Books
Jyh-Shing Roger Jang, Chuen-Tsai Sun, and Eiji Mizutani "Newro F. uzzy and Soft computing: A
Computational Approach to Learning and Machine Intelligence", Prentice Hall, New Delhi,

| 1986. _ m_ . S )
' Go]dberg, David E, “Genetic Algorithms in Search, Optimization and Machine Learning”,

: Sivanandam S N and Deepa S N, “Prznczples of Soft computmg” Wlley India Edition., 2008.

References |
Tlmothy J. Ross, “Fuzzy Logic with Engineering Application”, Tata McGraw Hill, New Delhi,

| 2004.

| Robert J Schalkff, "Artificial Neural Networks", McGraw Hill, New Delhi, 1997.
Sivanandam S N and Deepa S N,” Introduction to Genetic algorithms”, Springer Verlag,
. Heidelberg, 2008. |

Useful Links

' https /fonlinecourses.nptel. ac.in/noc21 _cs] 1/prev1ew (Week no 1,2,3,4,5 ,8)

Or

' https://nptel.ac.in/courses/106/105/106105173/ (Week no 1,2,3,4,5,8)

https //www vw.urbanpro.com/online-class/cs-302-new-soft-computing/1794165

CO-PO Mapping —
Programme Outcomes (PO) PSO
1 | 2 3 ) 5 6 7 ¢ 8 9 10 | 11 | 12 I

a
30 ]

(]
25
(351

2

2

J

Assessment

The assessment is based on MSE, ISE and ESE.

MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.

For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)

e
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Walchand College of Engineering, Sangli

(Government Aided Autonomous Institute)

AY 2023-24
""" Course Ihuforrﬂ’ation

Programme ' B.Tech. (Information Technology)
. Class, Semester . Third Year B. Tech Sem VI
| Course Code 61T332
' Course Name ' Machine Learning

Desired Requisites: ' Linear Algebra = =

Teaching Scheme Examination Scheme (Marks)

Lecture 3 Hrs/week = MSE ISE ESE 1 Total

Tutorial - 30 20 | 50 [ 100

Credits: 3

Course Objectives

) 1 To elaborate basic concepts of knowledge reasonlﬂhmgwghgwmgghme Iearnmg

2 " To use different linear methods of regressmn and classification
3 | Tointerpret the different supervised classnﬁcatnon methods

At the end of the course, the students will be able to

Bloom’s = Bloom’s
CcO Course Outcome Statement/s Taxonomy @ Taxonomy
, — Level | Description
CO1  Recognize the characteristics of machine learning for the real- 1] Understanding
. world problems I
. CO2 Apply the different supervnsed Iearnlng methods for real-world | M Applying
problems _ e o
CO3 Use different linear methods for regression and classmcatlon VAR Analyzing
Module Module Contents " Hours
i Introduction to ML:
I | History of ML Examples of Machine Learning Applications, Learning Types, ML 6
~ Life cycle, Al & ML, dataset for ML, Data Pre-processing, Training versus
. Testing, Positive and Negative Class, Cross-validation.
Regression Analysis:
. Types of Learning: Supervised, Unsupervised and Semi-Supervised Learning. -
§ Supervised learning and Regression, Statistical Relationship between Two
variables and scatter plots, Logistic Regression.
Decision Tree:
" Introduction to Classification and Decision Tree(DT), Problem solving using 6
Decision Tree, Basic DT Learning algorithm, classification and DT, Issues in DT,
Rule based classification
Artificial Neural Networks:
v Introduction, Early Models, Perceptron Learning, Backpropagation, 7
_ Initialization, Training & Validation -
T Unsupervised Learning |
\Y Clustering, Types of clustering, K-means, K- Medoids, Hierarchical, 6

Agglomerative
Bayesian Classification:
VI Introduction to Baysian classification, Naive Bayes classifiers, Baysin Belief 7
| Network, KNN , Measuring classifier Accuracy
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Textbooks

1 TomM Mitchell, ’;ijachine Leé_f_l_\}__ing_",_lr_)dia Ed|t : 3, McGraw Hill Education.

References

 edition, springer series in statistics.

2
- Learning), Create Space Independent Publishing Platform, First edition , 2016
i  Useful Links
i https://onlinecourses.nptel.ac.in/noc23 cs18/unit?unit=22&lesson=23
2 https://onlinecourses.nptel.ac.in/noc23 cs87/preview
CO-PO Mapping
__Programme Outcomes (PO) PSO

I 4 | 6 | 7 8 9 10 {1 12 |
Co1 2
CcO2 3 2
CcO03 1 : 2 | ' |

The strength of mapping is to be written as 1: Low, 2: Medium, 3H|gh '
Each CO of the course must map to at least one PO.

Assessment
. The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of-assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
- modules 4 to 6.
- For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, Sangli

(Government Aided Autonomous Institute)

AY 2023-24
Course Information

| Programme B.Tech. (Informatlon Techn'e”]”ogy) """""
C]ass, Semester | Third Year B. Tech Sem VJ """"""
B e T T T

Course Name o Artificial Neural Network

Desired Requisites: N ' Programming Languages M
Teaching Scheme " ~ Examination Scheme (Marks) """
Lecture | 3 Hrs/week MSE ISE L ESE " Total

Tutorial ’ - 30 | 20 50 100

A
Credits: 3

At the end oMse the students w1]l bem

| Bloom’s | Bloom’s
CO Course Outcome Statement/s Taxonomy | Taxonomy
E, _ B _ B Level Description
- CO1 Describe the fundamental concepts of ANN, managing and i Understandmg
y orgamzmg the data for ANN B
€O2 I Applying
CO3 IV | Analysing
Module Module Contents Hours
" Introduction: -

I §Introducti0n to Neural Networks, History and background, Biological . 6

¢ Artificial Neurons and Activation Functions:
. Perceptron and McCulloch-Pitts models, Capacity of the Simple Perceptron,

11 | Activation functions (sigmoid, ReLU, etc.), Threshold Units, Proof of 6
Convergence of the Perceptron Learning Rule, Linear Units , Nonlinear Units,

. Stochastic Units, Bias and weights. :
. Learning rules: :
' Supervised and Unsupervised Learning, Neural Network Learning Rules, |
. Hebbian Learning Rule , Perceptron Learning Rule, Delta Learning -Rule, 7

1 - Widrow-Hoff Learning Rule, Correlation Learning Rule , Winner-Take-All |
. Learning Rule, Outstar Learning Rule, Summary of Learning Rules.
Comparison of learning rules e S
Feed forward Neural Networks: , :
v Architecture and topology, Forward propagation, Loss functions and 7
optimization. B
¢ Training Neural Networks:
vV Backpropagation algorithm Gradient descent and variants, Regularization | 5

Deep Neural Networks
VI Introduction to deep learning, Convolutional Neural Networks (CNNs), | 8
¢ Recurrent Neural Networks (RNNs) and LSTMs.
Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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NSt il B ) Textbooks

" Jacek M. Zuraaa, “Introduction to artificial neural sy&tems 7, West Publishin"g Company,
1 NewYork, 1995

Krogh, and R. G. Palmer. “Infroduction to the theory of newral computation”', Addison Wesley,
2 2018

s.nptel.ac.in/nocl9_ee53/preview ) S
https://www.shiksha.com/online-courses/introduction-to-machine-learning-by-nptel-course-
. nptei387enModal=Y &regFlow=N

CO-PO Mapping
Programme Outcomes (PO) PSO ;

[ 2 [ 3456789 [lo[iiJi2] 1] 2
o1 | - _ . _ — < .
Cor— — (I 0.0 SO WU |09 R .

oy — T (- _

b2

The strength of mépping is to be written as 1: Low, 2: Medium, 3: High '
- Each CO of the course must map to at least one PO.

~ Assessment
The assessment is based on MSE, ISE and ESE. .
MSE shall be typically on modules 1 to 3. v
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.

For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
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) AY 2023-24
_Course Information

_Programme  B.Tech. (Information Technology)

Class, Semester . Third Year B. Tech., Sem V

Course Code | 61T334

Course Name | Professional Elective - 2: Cloud Computing

_Desired Requisites: Computer Networks

Teaching Scheme Sl vyl Examination Scheme (Marks)
Lecture 3 Hrs/week MSE ISE ESE
Tutorial - 30 20 i 50
S Credits: 3

Bloom’s
co | Course Outcome Statement/s Taxonomy
| S— - g O i sssnnnsndo - — - N e " Levcl
col1 Comprehend the fundamentals of cloud computation 11
. Choose virtualization techniques to deploy the service on cloud [
coz .
5 _infrastructure L
CO3 | Analyze service models for data centre applications . Iv
. Module | Module Contents
~Introduction to Cloud Computing
I Virtualization and Cloud Computing, Cloud Reference Model: IAAS, PAAS,
- SAAS, Cloud Deployment Model: Public Cloud, Private Cloud and Hybrid
_ Cloud, Cloud Platforms in Industry - -
i Virtualization
1 - Hosted and Bare-Meta, Server Virtualization, Desktop Virtualization,
. Application Virtualization, Storage Virtualization
i Network Functions
M
IV 1 VPC fundamentals, Public and Private Subnets, Security Groups, Network
. Access Control List, Network Address Translation.
Cloud Management
\Y% - Service Management in Cloud Computing, Data Management in Cloud
| Computing, Resource Management in Cloud
Cloud Computing and Micro-Services:
VI - Docker, Kubemetes, Application Deployment on Docker and Kubernetes,
. Open Source Cloud . L

Text Books

Bloom’s
Taxonomy

| Understandin

Applying

Rajkumar Buyya, Christian Vecchiola, S. Thamarai Selvi, “Mastering' cloud computing”’, Mc

_ Graw Hill Education, 3rd Edition, 2011
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. Thomas Er']j2aigl1am Mahmood and Ricardo Puttini, “Cloud Compu};ng.' Concepts, Technology

1

2

" References
Richardo Puttini, Thomas Erl, and Zaigham Mahmood, “Cloud Computing: Concepts,

| Technology & Architecture”, Pearson Prentice Hall, 2nd edition, 2013

Srinivasan, J. Suresh, “Cloud Computing: A practical approach for learning and

implementation”, Pearson, 2nd Edition, 2012

Useful Links

| Module: L IL 1V, V, VI

| https://nptel.ac.in/content/syllabus_pdf/106105167.pdf

| https://aws.amazon.com/

~ CO-PO Mapping

Programme Outcomes (PO) , _ PSO
1 [2 3] a1 sTe6] 7] 819 [10]11]12]1][2]3
3 U B R -
2 3 3

Each CO of the course must map to at least one PO.

Assessment

The assessment is based on MSE, ISE and ESE.

| MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, Sangli

Thrrd Year B. Tech., Sem VI

Course Code | 6IT335
Course Name . Professional Electrve 2: Advance Database Engmeermg

Examination Scheme (Marks)

Lecture  3Hrsiweek | ISE  MSE  ESE  Total
IEEQ?:!?,’I - 20 30 50 100
. Interactio _ - Credits: 3

o

) Course Objectives
To introduce paralle] and distributed databases architectures.

) 2 To deliver applrcatlon oriented approprrate database system

3 To develop design and implementation skills for database systems

Course Outcomes (CO) w1th Bloom’s Taxonomy Level
At the end ofthe course the students w1]l be able to,

| Co1 - Differentiate parallel and distributed database architectures. ; (LjJnderstan
co2 ' Selection of appropriate dateibés"emsystem for an apphcatlon Apply
Cco3 ' Build a database for an application Creating.
] - e |
. Module Module Contents Hours

Parallel and Distributed Databases: Architectures for parallel database,
Parallel query Evaluation, Parallelizing individual operation, Parallel Query
Optimization, Distributed DBMS, Architecture, Storing data in distributed g
DBMS, Distributed Catalog Management, Distributed query processing,

Updating distributed data, Distributed concurrence control, Distributed recovery.

Data Warehousing and Data Mining: Introduction to decision support OLAP, !

- Implementation Techniques for OLAP, Data Warehousing, Views and decision
support, view materialization. Data Mining: Introduction, Counting Co- 7
occurrences, Mining for rules, Tree structured rules, Clustering, Similarity |
search over sequences.

Object Database Systems: Structured data types, Operations, inheritance, |
Objects, OID and Reference types, design for ORDBMS, Comparing RDBMS |
with OODBMS and ORDBMS.

Lh

I

Web Databases: Database, information retrieval. Indexing for text search. Web
search engines, web search architecture, Inverted indexes the IR way, Inverted

v indexes for web search engines, web crawling, web search statistics. Data model | 7
for XML. XML Quires

| Spatial Database: Types of Spéiti"al Data, Spatial Queries, Application, soaﬁa] '
\4 Indexes, space filling Curves, Grid files, R trees. 6
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Deductive Database: Recursive Queries, datalog programs, least model
VI semantics, fixpoint operator, Recursive Queries with Negation, stratification, 6
evaluation of Recursive Queries.

- Raghu Ramakrishnan, Johannes Gehrke, “Database Management Systems”, 3" Edition,
| McGraw-Hill Higher Education, 2014

References |
i Carlos Coronel, Steven Mortris, “Database Systems: Design, Implementation, & Management”,
1 | 13" Edition, Cengage Learning, 2018.

' Shio Kumar Singh, “Database Systems: Concepts, ﬁé&ign and Applications”, 2™ Edition,
2 Pearson Education India, 2011

Useful Links

____COTPO Mapping

i Ly Ty —
(1 ]2 3]4afs]e]7]8 ]9 [10]1l]iz I 2|

o — — N

e T | —

| The strength of mapping is to be written as 1Low, 2: Medium, 3: Hi:gh
| Each CO of the course must map to at least one PO.

——
Assessment

The assessment is based on MSE, ISE and ESE.

MSE shall be typically on modules 1 to 3.

| ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can

| be field visit, assignments etc. and is expected to map at least one higher order PO.

| ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in

‘ ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, 'San'glmi
(Government Aided Autonomous [nstztute)

AY 2023-24
Course Information

| Programme ' B.Tech. (Informatlon Technology)
| Class, Semester Third Year B. T"ech., SemVvli

— —— ST >

Course Name Professional Elective - 2: Spatial Data Analysis
Desired Reqmsnesﬂz ' ln

Teachmg Scheme wwwwwExammatlon Scheme (Marks)

Lecture 3 Hrs/week | MSE E ISE ESE | Total

e - i s g . ? T

- | Credits: 3

Course Objectives
1 To interpret and communicate effectively the results of spatial data anaIySIS )
2 To demonstrate > competency in the use of spatlal data analysts tools o ]
3 fVTO explam de51gn and 1mplement a spatlal data analysns

At the end of the course the students will be able t to

Bloom’s | Bloom’s
CcO Course Outcome Statement/s Taxonomy . Taxonomy
Level  Description
__ Applying
v __Analysing
Module Module Contents Hours
. Introduction to Spatial Data:
I Spat1al Database: Basic Concepts Tradltlonal and Spatla] DBMS (SDBMS), 7
GML and Spatlal Web
Il Interoperability Issue, GML — Introductlon Spatial Web services, GML 6
| Visualization -
Spatial Query Processing
11 Spatial Query Language, Spatial Query Optimization, Location-aware Query, 6
Spatial Indexing: Concepts, Types of Spatial Indexing
Spatial Network
v Spatial Network: Basic Concepts, SDBMS on Spatial Networks, Query 7
_ Processing for Spatial Networks, Storage and Access Methods ;
Spatial Analysis:
A% Data Warehousing & Data Mining — Basics, Spatial Datamining, Spatial 7
- Autocorrelation, Spatial Computing - |

MiSSthuiastabeubutsinty s— z i

f Remote Sensmg and GIS |
' Remote Sensing (RS) Technology —Fundamental, Electromagnetic (EM) |
VI Spectrum, Geographical/ Geospatial Information Systems (GIS), RS data and
- GIS, RS Data Classification. Spatial Data Science — Use cases, Spatial Cloud,
- Geo-Visualization

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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Text Books b _
| lan HeyWood, Sarah Cornelius and Steve Carver, “dn Introduction to Geographical Information
- Systems”, Pearson Education, 2" Edition, 2006.
5 - Kang-tsung Chang, “Introduction to Geographic Information Systems”, Tata McGrawHill, 4t
~ Edition, 2007.

”Referenﬁcﬁes ........................ 5
Peter A. Burrough, Rachael A. McDonnell and Christopher D. Lloyd, “Principles of
Geographical Information System”, Oxford University Press, 2016

Keith C. Clarke, Bradley O. Parks, and Michael P. Crane, “Geograbizféél Information Systems
and Environmental Modeling”, Prentice-Hall India, 2001.

(R

Useful Links

~ CO-PO Mapping
Programme Outcomes (PQ)

1 [2[3[a[5[6[7[8]9]10

- col1 2 | ]
i R T i T e ot
COo3 o2 i3t

The strength of mapping is to be written as 1: Low, 2: Medium, 3: High
- Each CO of the course must map to at least one PO.

T
The assessment is based on MSE, ISE and ESE. o
MSE shall be typically on modules 1 to 3.

" ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)
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Walchand College of Engineering, Sangli '
(Government Aided Autonomous Institute)

AY 2023-24
“Course Information
Programme B.Tech. (Information’ Technology)
) Class, Semester Third Year B Tech Sem VI
| Course Code 60E392
' Course Name Open Elective 2: Web Development and Apphcations
Desired Requisites: cOmﬁﬁt'é{”i)“r‘EéEﬁm{ﬁg“
Teaching Scheme " ~ Examination Scheme (Marks)
Lecture 3 Hrs/week | MSE | ISE 1 ESE | ‘Total
s S = mmgE = i - ] e
- Credits: 3
Course Objectives
"""""" 1_:To 1ntr0duce fundamentals of web design ) ol B -
= lient srde scriptmg and static web page design _
To explain server side scripting language for dynamic page development N |
- Cou rse 0utc0mes(wa(w))wvwv1th Bloom’s Taxonomy Level H_ ?
At the (.nd of the . LOUI"‘?L IllL students will be able to, |
Bloom’s Bloom’s
cO Course OQutcome Statement/s Taxonomy Taxonomy
Level Descri ption

1l

Analysing |

Module " Module Contents (o Hours

Introductlon to 0 Internet and Web:
- Internet, Web, Server Client model, Internet vs. web, Web Browsers, Web |

I - Page Addresses (URLs), Anatomy of a web page, Defining web design, the ; 7
- medium of the web, Types of web sites, Web Design themes. Web Page |
 Hosting I RS s |

HTML and CSS :
- HTML: Elements, Attributes, , Adding text, adding images, Table markup,
- formatting and fonts, commenting code, color, hyperlink, lists, tables, images,
I simple HTML forms, 6
. CSS: Need for CSS, introduction to CSS, basic syntax and structure, using
. CSS, background images colors and properties manipulating texts, using

‘ XML
. Introduction to XML, uses of XML, simple XML, and XML key components,
I | DTD and Schemas, Well formed, using XML with application. XML, XSL 6
- and XSLT. Introduction to XSL, XML transformed simple example, XSL 5
 elements, transforming with XSL

{ PHP

v . Introduction to PHP, Using variables and operators, controlling program flow, ' 7
- Working with arrays, Using functions and classes, PHP Forms, Content
. management system: WordPress, Drupal, Joomla,
 JavaScript:
- The Basic of JavaScript: Objects, Primitives Operations and Expressions,

v . Screen Output and Keyboard Input, Control Statements, Object Creation and | 7

- Modification, Arrays, Functions, Constructors, Pattern Matching Positioning
. Moving and Changing Elements
Course Contents for Third Year BTech Programme, Department oflnformation Technology, AY2023 24
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VI

| Web Services And Web apphcatlon
Introduction to Web Service, Web Services Basics — Crea‘[m(y Publishing,
WSDL, SOAP, RSS, Web Application, examples of web applications.

Text Books ;

E"'Thomas A. Powell “Web Deszgn The Complete reference” Mc Graw Hill/ Osbome Ist Edmon

The assessment is based on MSE, ISE and ESE.

5
- 2000
o Robin Nixon, “Learmng PHP, MySQL, JavaScript, and CSS: A Step -by- Step Guide to Creatmg
2 Dynamic Websites”, O'Reilly Publications, 3rd Edition, 2014
References """
1 Erik T, Ray L_e_u_g_;.rmq XM, ”O Reilly Publications, Ist Edition, 2001
5 Chris Bates, “Web Programing Building Internet . lppfu.auum” WILEY, Dreamtech 2nd Edition, f
w11 2000
A0S SO P PR LI, . P Useful Links
1 https //www.coursera. org,/learn/web development#syllabus
2 | https://www.coursera.org/learn/duke-programming-web#syllabus
3 https://www javatpoint.com/php-tutorial _ R | R el
4 https://www javatpoint.com/xml-tutorial L s smy, L
5 hittps: /lwww.softwaretestinghelp. com/web-services- -tutorial/ 1 I wwwj
CO-PO Mapping
Programme Outcomes (PO) PSO
B 1 [2 3[4 ][s]Je[7]8]edm] uj@l 1 | 2
col | 2 =’
co2 2 >
CO3 2 3

The st'ré'ng'th' of ]'I'Ii.l.|;}")i.lu'l.” is to be written as 1: Low, 2: Medium, 3 : High
Each CO of the course must map to at least one PO.

Assessment

| MSE shall be typically on modules 1 to 3.

ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.

ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.

For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
ESE are needed. (ESE shall be a separate head of passing)

N B L\"dﬁ'ﬁ

o
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Walchand College of Engineering, Sangli
(Government Ai itute)

__ Course Information

Programme B.Tech. (Information Techno]ogy)
Class, Semester Third Year B. Tech., Sem VI

Course Code " WWM 60E393 L - mem -
Course Name Open Elective - 2: Fundamentals of Machine Learning & Application

Teaching Scheme

" Lecture | 3 Hrs/week
Tutorial =

| Bloom’s Bloom’s
CcOo Course Outcome Statement/s Taxonomy Taxonomy
| Leve Description
- Compare various machine learning algorithms for Regression v Analysing
Cco1 g . - =
CO2  Apply appropriate learning algorithm for a problems NI | Applying
CO3 Evaluate Machine Learning algorithms with performance \Y% ' Evaluating
”””””” | parameters
Module i Module Contents _ Hours
: Introduction and Regression Analysis
[ - Machine Learning concepts, Supervised learning, Unsupervised learning, | 7

linear regression in one variable, cost function, gradient descent, linear

Logistic Regression E

Classification, hypothesis representation, decision boundary, cost |

function, simplified cost function and gradient descent, optimization, one
- v/s all

e S R i S B AT Tl T
- Artificial Neural Networks:
I Introduction, Early Models, Perceptron Learning, Backpropagation, | 6

 Initialization, Training & Validation.
- Support Vector Machine:
IV Optimization objective, mathematics behind large margin classification, |

~1

......................................................................... i i # ¢

. Learning Theory: |
- Regularization, bias/ Variance trade-off, error analysis, ensemble

v E methods, practical advice on how to use learning algorithms, | 7
. precision/recall trade-off

VI - Unsupervised Learning |
. Clustering, k-means, EM, principal component analysis, outliers detection | 6

"~ Text Books |
Trevor Hastie, Robert Tibshirani, Jerome H. Friedman, “The Elements of Statistical Learning”, ]

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24
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References

Useful Links
1 | hitps://www. c]asaccniral com/course/swayam-introduction-to- machine- leammg-5288
2 https://web.stanford.edu/~hastie/Papers/ESLII e T

"http /fusers.isr.ist.utl.pt/~wurmd/L I\»]‘D‘%fSChOOl/BlShOp%ZO-
3 %20Pattern%20Recognition%20And%20Machine%20Learning%20-
! %20Springer%20%202006.pdf

CO-PO Mapping

Programme Outcomes ro) PSO
23 jafsTelT7 8o ol 1 [ 2
cor |3 | | | | | e
o1 | et j i | - § z
5o | L =13 !

The strength of mappmﬂ is to be written as 1: Low, 2 2 : Medium, 3 ||]“|1
Each CO nl Ihe course must map to at least one PO.

Assessment
' The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
- ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
" ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on
modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in
| ESE are needed. (ESE shall be a separate head of passing)

4
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Walchand College of Engin'eerin"g, Sangli

AY 2023-24 _
_____ U ~ Course Informatlon

Programme B.Tech. (Information Technology)

Class, Semester Third Year B. Tech., Sem VI
| Course Code | 60E394
| Course Name Open Elective - 2: Remote Sensmg and Geographlc lnfgymahon System

Desired Requisites:

Aeendiiy e i, U Examination Scheme (Marks)

_______ Lecture 3 Hrsweek  MSE ISE | ESE | Total
Tutorial - | 30 .20 - S0 100
. Interactio E: Credits: 3

i n

Course Objectives
1 | Toelaborate the concepts of dlfferent phases of remote sensing
e To interpret and use image enhancement and interpretation on remote > sensing
3 To carryout operations on GIS data storage analysis and uses.

 Atthe end of the course, the students WI]l be able to mmmmm

Understand the remote sensing process to collect data - . Understan
d

Apply
Analyze

Hours

: - Remote sensing:
. Satellite based remote sensing, Development of remote sensing technology and 6

! advantages Different platforms of remote sensing, EM spectrum, atmospherlc f
| scattering, absorption and emission. i =
. Image interpretation:

I Spectral response curves, Principles of image interpretation, Multi-spectral 6
- scanners and imaging devices, Image interpretation of different geological :
landforms.

Image enhancement:

- Image characteristics and different resolutions in Remote Sensing, Remote
I11 - Sensing, integration with GIS and GPS, Georeferencing Technique, Basic imag

enhancement techniques, Spatial filtering techniques, Limitations of Remote

_ Geographic Information Systems: |
IV Different components of GIS, Different types of vector data, Raster data models | 6
| and their types, TIN data model
. GIS Data formats: :
- Advantages and disadvantages associated with vector, raster and TIN, Non- |
. spatial data (attributes) and their type, Raster data compression techniques,
- Different raster data file formats, Spatial database systems and their types ‘
. GIS maps ‘and Models:
Different map projections, Different types of resolutions, Digital Elevation 7
' Model (DEM), Quality assessment of freely available DEMS, GIS analysis,
 Errors in GIS, Key elements of maps

VI

Text Books
Lllludnd T. M l\|elu R. W. and Chipman, J. W., “Remote sensing and image interpretation”,

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24



' Séhowengerdt, R. A., “Remote Sensing: Models and Methods Jfor Image Processing”’, Academic

2 Press’ 2007. - it ST — s " N L -
= fan HeyWood, Sarah Cornelius and Steve Carver, “An Introduction to Geographical Information
® | Systems”, Pearson Education, 2™ Edition, 2006, y
4 Kang-tsung Chang, “Introduction to Geographic Information Systems ", Tata McGrawHill, 4™
Edition, 2007.
_________ . References AL s wy
| Joseph, G. and Jeganathan, C., “Fundamentals of Remote Sensing”, 3" Edition, Universities
» Rees, W. G., “Physical Principles of Remote Sensing ", 3" Edition, Cambridge University Press,
= 2012,
3 Peter A. Burrough, Rachael A. McDonnell and Christopher D. Lloyd, “Principles of
" | Geographical Information System”, Oxford University Press, 2016
4 eith C. Clarke, Bradley O. Parks, and Michael P. Crane, “Geographical Information Systems

and Environmental Modeling ", Prentice-Hall India, 2001.

Ug_eful Links
009/ (Module 1,2,3)

1 ihttps://npte].ac.in/courses/ml21/107/1"2

2 hitps://nptel.ac.in/courses/105/107/105107155/ (Module 4,5,6)
CO-PO'Maf);")"iHé e )
Programm'e Outcomes (PO') - PSO
g > 3 - = A T TR : g
= - . | . . ! . (A 5
eo2 | | 1 | 2 , 2
co3 0| 2

The strength of mapping is to be written as 1: Low, 2: Medium, 3: ngh
- Each CO of the course must map to at least one PO.

Assessment
The assessment is based on MSE, ISE and ESE.
MSE shall be typically on modules 1 to 3.
ISE shall be taken throughout the semester in the form of teacher’s assessment. Mode of assessment can
be field visit, assignments etc. and is expected to map at least one higher order PO.
ESE shall be on all modules with around 40% weightage on modules 1 to 3 and 60% weightage on

modules 4 to 6.
For passing a theory course, Min. 40% marks in (MSE+ISE+ESE) are needed and Min. 40% marks in ’ )
ESE are needed. (ESE shall be a separate head of passing)

Course Contents for Third Year BTech Programme, Department of Information Technology, AY2023-24

66

o
LF ﬁvm



